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Reasoning via analogy depends on one of the most striking
traits of human cognition, namely a facility for conceptual ab-
straction and the flexible recombination of atomic components
in order to describe situations never before encountered. This
submission is about our work to capture elements of conceptual
abstraction and analogy in visual scenes, using a framework
called Vector Symbolic Architectures (VSAs). Vector Symbolic
Architectures are a family of theories for cognitive representa-
tion in the brain that provide operations for building datastruc-
tures using high-dimensional vectors (Gayler, 2004; Plate, 2003;
Kanerva, 2009) and, in combination with neural networks, sug-
gest a path toward systems that use symbolic computation but
also learn from data.

Prior work in the Deep Learning literature has constructed
so-called ‘visual analogy’ problems and leveraged large neural
networks with relatively little imposed structure to map an in-
ferred relation between two images onto a third image (Reed
et al., 2015). These analogies follow the form A : B :: C : ?,
where A and B are two images between which a relation is com-
puted and C is an image onto which this relation is applied in
order to produce an output image. The method of computing
such a relation in these models is extremely simple, namely the
subtraction between embedded vector representations for the
images A and B.

We believe this lacks a full appreciation for the nature of
analogy, namely the substitution of atomic components which
are embedded in larger datastructures. This computation is
not well-captured by simple vector subtraction. However, in
the framework of VSAs, substitution of atomic components
within/between complex datastructures is elegant and highly
efficient when the datastructures are constructed by a multi-
plicative operation called binding. The operation of unbind-
ing somewhat naturally reveals analogical relations that can be
used in various ways, and has been discussed in the VSA liter-
ature (Plate, 2000; Kanerva, 2010). Our contribution has been
to examine the application of VSAs to modeling structure in
visual scenes. Some of our prior work (Kent and Olshausen,
2017) has shown how one can learn a VSA-structured represen-
tation of scenes in order to support structured transformations,
as we depict in Figure 1.

Using some of these ideas, we have endeavored to compute vi-
sual analogies via the binding and unbinding operation of VSAs.
This requires learning a mapping from the space of images into
the space of symbolic vectors that imposes certain mathemati-
cal structure on the vectors. Such a task can be challenging and
is a topic of active research in the VSA community. We have
taken a visual analogy problem from prior deep learning work
(Reed et al., 2015) and made it significantly more challenging,
showing that the black-box deep learning approach struggles,
ostensibly due to the fact that it does not build a representation
with sufficient structure to successfully generalize these analo-
gies to unseen data. The new analogy task is depicted in Figure
2. Our ongoing efforts have been to solve this visual analogy
problem using VSAs, and a much more principled conception

Figure 1: Factorization of position, surface color, and rotation
supports structured transformation of visual scenes using VSA
operations on latent high-dimensional symbolic vectors

of what constitutes these analogies. This is fairly new work
and has not yet born fruit in the sense of solving the analogies
depicted in Figure 2 but we are fairly confident that the VSA
approach will afford certain advantages over prior deep learning
works, based on our prior experience with encoding structured
representations of visual scenes. Vector symbolic algebras show
how symbolic computation can be reconciled with connection-
ism, and may pave a path toward robust visual analogies.

Figure 2: Analogy task using simple animated characters: Im-
ages A and B are related by a translation and animation of
each character separately. This relation is applied to image C

to produce image D. Deep networks struggle with this type of
analogy.
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