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Abstract

A new class of models is developed which provides a tool for analyzing emergent
computation in cellular automata (CAs). In particular, CAs that were evolved with a ge-
netic algorithm to perform computational tasks requiring global information processing are
analyzed. The models are used to make quantitative predictions of the computational per-
formance, on a given task, of these evolved CAs. The models, and the resulting performance
predictions, are based on the (emergent) dynamics of the evolved CAs and thus relate the
dynamics of these CAs directly to their emergent computational abilities.

Furthermore, the class of models is used to determine quantitatively how and to what
extent changes in the emergent dynamics of a CA give rise to changes in its performance.
In particular, the differences between the dynamics of CAs that are related to each other
in an evolutionary sense are analyzed this way. This, in turn, contributes to a better
understanding of the evolution of emergent computation in CAs.

Finally, the class of models itself is investigated more thoroughly. For example, a
correctness proof of the models is presented and an expression for scaling the models to
larger system sizes is derived. The development, application, and investigation of this class
of models thus forms a study of, and provides a better understanding of, the relation among

dynamics, emergent computation, and evolution in cellular automata.
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Chapter 1

Introduction



Many systems in nature produce complicated patterns, which emerge from
the local interactions of relatively simple individual components that live in some
spatially extended world. Notably, this type of emergent pattern formation often
occurs without the existence of a central control. Such systems, consisting of (many)
components in a spatially extended world, with local interactions only and no cen-
tral control, are generally referred to as decentralized spatially extended systems.
Examples of emergent pattern formation in such systems include the foraging and
nest-building behavior of social insects [DG89, Bon98|, spiral waves in cultures of
amoebae [Dev89b, Win90|, synchronized oscillations in the brain [Gra94, LD94], etc.

Emergent pattern formation in decentralized spatially extended systems often
entails an important functionality for the system as a whole. In other words, the
emergent patterns give rise to some form of globally coordinated behavior, or global
information processing, which is used by the system to sustain itself or make certain
decisions. For example, by means of emergent patterns, an ant colony decides what
the shortest path is to some food source, amoebae decide when and where to aggregate
to reproduce or find the highest concentrations of food, and the brain classifies sensory
inputs (these examples are elaborated below).

This global information processing in decentralized spatially extended systems,
mediated by emergent pattern formation, is known as emergent computation [For90b].
These pattern forming behaviors, and the resulting emergent computations, have
evolved over time. In other words, many decentralized spatially extended systems
have adapted, under the force of natural selection, to use their tendency to produce
patterns to perform certain kinds of global information processing that benefit the
system as a whole. However, there is little understanding of how the dynamics (i.e.,
the spatio-temporal behavior) of decentralized spatially extended systems gives rise
to emergent computation, or even how such systems and their behaviors are produced
by an evolutionary process.

This dissertation investigates these relations among dynamics, emergent com-



putation, and evolution in decentralized spatially extended systems. This investiga-
tion is done in the context of using genetic algorithms to evolve cellular automata.
Cellular automata (CAs) are one of the simplest models of decentralized spatially
extended systems in which emergent patterns are observed, and in which emergent
computation can take place (see e.g. [FTW84, Gut91l, Wol94]). Genetic algorithms
(GAs) [Hol75, Gol89, Mit96] are a simple model of an evolutionary process, and can
be used to evolve CAs to perform certain tasks that require global information pro-
cessing. A new class of models is then developed and used to analyze the relation
between dynamics and emergent computation in GA-evolved CAs. These models are
used to make quantitative predictions about the evolved CAs’ computational perfor-
mances, based on the CAs’ emergent dynamics. These modeling results provide a
better understanding of how emergent patterns can give rise to global information
processing, and how evolution can produce decentralized spatially extended systems

that use their pattern forming behavior to perform emergent computation.

1.1 Dynamics, emergent computation, and evolu-
tion in decentralized spatially extended sys-

tems

1.1.1 Decentralized spatially extended systems

A spatially extended system is a system made up of a (often large) number of individual
components that exist in some spatial, n-dimensional world. For example, ants in an
ant colony live in a nest that exists in a three-dimensional world.

Because of the spatial extent of these worlds, direct communication between
individual components is often limited to local interactions. For example, an ant in
a three-dimensional nest can communicate only with other ants that happen to be in

its own local neighborhood.



A decentralized system is one in which no single component or group of compo-
nents controls the entire system. Instead, the actions of each individual component
depend solely on its own internal behavior and its direct interactions with the other
components with which it can communicate. For example, an artificial neural net
(a system for performing computations) is a decentralized system. Such a system
consists of a number of individual units (neurons), generally with local connections
between these units. Each neuron is in a certain state which changes over time de-
pending on the states of its neighbors (i.e., other neurons with which it is connected).
There is no single controlling neuron in the system, and information processing is car-
ried out in a distributed and parallel fashion (for an introduction to computing with
neural nets, see e.g. [Lip87]). In contrast, a standard von Neumann style computer
is a centralized system, since there is one central processing unit (CPU) that controls
the behavior and actions of all other units in the computer.

So, combining these definitions, a decentralized spatially extended system is a
system made up of a (large) number of individual components in which communi-
cation between components is limited to local interactions, and in which there is
no central controlling component or group of components. Examples of such sys-
tems include many chemical reaction systems, physical systems like spin glasses, and

biological systems like the brain, bacterial colonies, ant colonies, etc.

1.1.2 Dynamics in decentralized spatially extended systems

Many decentralized spatially extended systems, both physical and biological, have a
tendency to generate complicated patterns [Win90, CPM95, NNS97]. Well known
examples of pattern formation in physical systems include the spiral waves in the
chemical Belousov-Zhabotinski reaction [Win87], and the Raleigh-Bénard convection
cells in fluid dynamics [Man90]. Examples in biological systems include self-organizing
patterns in the foraging behavior and nest building of social insects [DG89, Bon98],

the spiral waves that appear during the spontaneous aggregation of a reproductive



multicellular organism from individual amoebae in the life cycle of Dictyostelium
discoideum [Dev89b, Win90], and the synchronized oscillations of neural assemblies
in the brain [Gra94, LD94].

The global patterns in these systems arise out of the local actions and in-
teractions of the relatively simple (as compared to the system as a whole) individual
components, without the existence of a central control. Often, these local interactions
are nonlinear. In other words, the behavior of the system as a whole is more than
simply a linear superposition of the behaviors of the individual components when
considered in isolation. This property is captured by the popular phrase “the whole
is more than the sum of the parts”. The global patterns appear only when the sys-
tem as a whole is active, through the local actions and interactions of the individual
components.

Thus, this global dynamics (i.e., the emergent pattern formation) is neither
explicitly specified in the equations of motion of the individual components (the local
“rules” by which they act) nor in the system’s boundary conditions. In this way, the
global, pattern forming, dynamics in decentralized spatially extended systems can be

considered an emergent property of these systems [Cru94b, O’C94].

1.1.3 Emergent computation in decentralized spatially ex-

tended systems

Often, the emergent patterns in decentralized spatially extended systems give rise to
some form of globally coordinated behavior, or global information processing. In the
foraging behavior of ants, for example, the colony “decides” what the shortest path
is from the nest to a particular food source. This decision is based on self-organizing
patterns in the ants’ foraging behavior; patterns which, in turn, are mediated by
individual ants depositing pheromone, a chemical signal to other ants [DG89]. Nest
building in termites is accomplished by a similar process [Bon98]. In the spontaneous

aggregation of individual amoebae to form a reproductive slime mold, spiral waves



emerge through local cell-cell interactions by means of chemical signaling. Based
on these patterns, the amoebae implicitly “decide” when and where to aggregate
and how to differentiate into two types of cells: those that make up the stalk, and
those that make up the spores in the fruiting body [Dev89b, Win90|. Synchronized
oscillations of neural assemblies are thought to play an important role in encoding
information [Gra94|. For example, one locust species “classifies” different types of
odors by coherent oscillations in different ensembles of neurons [LD94].

These “decisions” and “classifications” can be considered emergent computa-

tions. In [For90bl, emergent computation is defined as consisting of:
1. A collection of agents, each following explicit instructions;

2. Interactions among the agents (according to the instructions), which form im-

plicit global patterns at the macroscopic level, i.e., epiphenomena;
3. A natural interpretation of the epiphenomena as computations.

The above examples clearly conform to these three constituents: (1) There is a collec-
tion of agents (ants, amoeba, neurons) that act according to specific instructions or
rules; (2) There are interactions between the agents that give rise to implicit global
patterns (foraging paths, spiral waves, synchronized oscillations); and (3) These pat-
terns are used to store, transmit, and process information to make decisions or classi-
fications at a global level, which can be naturally interpreted as computations. Thus,
many decentralized spatially extended systems can be considered to perform emergent
computation mediated by emergent pattern formation.

It is claimed that systems that exhibit emergent computation have several
potential advantages over traditional computing systems in terms of efficiency, flexi-
bility, and robustness [MRHS86, For90b]. Increased efficiency is possible, since these
systems are massively parallel. The different parts of the system all act (compute) in
parallel and different parts of the computation can occur simultaneously in different

parts of the system. Increased flexibility is possible, since the individual components



in the underlying system are relatively simple and interact only locally, which can
make it easier to modify or add parts to the system without having to worry directly
about global constraints or dependencies. And robustness can be increased, since
the system as a whole can often still function correctly when one or a few individ-
ual components in the system fail, whereas a traditional computing system typically
breaks down entirely when one of the subsystems fails. These advantages seem to be
exploited to a large degree in natural decentralized spatially extended systems such
as the ones mentioned above. In artificial systems, however, these advantages are
usually hard to achieve in practice. The implicit nature of the emergent computation
makes such systems hard to “program”. See [For90a] for an overview of both natural

and artificial systems that exhibit emergent computation.

1.1.4 Evolution in decentralized spatially extended systems

The decentralized spatially extended systems that we see in nature today, in partic-
ular biological ones, have evolved. Shaped by the process of natural selection, the
individuals in these systems have adapted over time to take advantage of their collec-
tive emergent pattern forming behavior to perform global information processing that
benefits the system as a whole. The reason evolution has produced so many decen-
tralized spatially extended systems capable of emergent computation, as opposed to
systems that perform global information processing in a centralized, fully connected
way, is likely because of the mentioned advantages of efficiency, flexibility, and robust-
ness for emergent computation as opposed to centralized computation. Alternatively,
it could be that it is simply too difficult for evolution to produce fully centralized

systems from scratch.



1.1.5 The relation among dynamics, emergent computation,
and evolution in decentralized spatially extended sys-

tems

There is little theoretical understanding of how the dynamics (i.e., the behavior over
time) of a decentralized spatially extended system gives rise to emergent computation.
In other words, it is unclear how emergent patterns in a system’s dynamics encode,
transmit, and process the necessary information to perform computations, or at least
how we can interpret these patterns in such a way. Thus, an important question is:
What is the relation between dynamics (in particular, the emergent pattern formation)
and computational ability in decentralized spatially extended systems?

Furthermore, it is not well understood how evolution has produced decentral-
ized spatially extended systems capable of emergent computation. In other words,
it is not clear why the emergent patterns formed by one system are better adapted
to performing certain tasks than the emergent patterns generated by another sys-
tem. Therefore, another important, and also largely unresolved question is: How
does evolution take advantage of a system’s inherent dynamics to produce emergent
computation in decentralized spatially extended systems?

These two questions about the relations among dynamics, emergent computa-
tion, and evolution in decentralized spatially extended systems form the main moti-

vation for the work presented in this dissertation.

1.2 Models of decentralized spatially extended sys-
tems and evolutionary processes

To allow a formal study of the relation among dynamics, emergent computation, and
evolution in decentralized spatially extended systems, mathematical and computa-

tional models are used here. In particular, cellular automata are used as a class of



models of decentralized spatially extended systems, and genetic algorithms are used
as a class of models of evolutionary processes. These models can be viewed as ideal-
ized versions of decentralized spatially extended systems and evolutionary processes,
respectively, and are arguably the most simple systems that still exhibit the properties

and behaviors that are of interest here.

1.2.1 Cellular automata

A cellular automaton (CA) is a discrete dynamical system consisting of a regular
lattice of “cells” in some dimension d. Each cell in the lattice can be in one of a finite
number of states. At discrete time steps, all cells update their states simultaneously,
based on a local update rule which is the same for all cells. This update rule takes
as input the current local neighborhood configuration of a cell (i.e., the states of a
cell and its nearest neighbors), and returns the state the cell will be in at the next
time step. This process of simultaneously updating the cells in the lattice is repeated
over time, starting from some particular (random) initial configuration of cell states.
When plotted over time, the lattice as a whole can show a wide variety of behaviors,
depending on the particular local update rule that is used.

CAs are used as models of the behavior of a wide variety of decentralized spa-
tially extended systems, including fluid dynamics, pattern formation in chemical and
biological systems, pattern recognition, traffic flow, voting behavior, and emergent
behavior in so called complex systems in general (see e.g. [FTW84, Gut91, Wol94]
for overviews). Furthermore, CAs are easily implemented on a computer and, since
they are well defined, lend themselves directly to mathematical analysis. Section 2.1

reviews CAs in more detail.

1.2.2 Genetic algorithms

Genetic algorithms (GAs) are stochastic search methods inspired by biological evolu-

tion [Hol75, Gol89, Mit96]. GAs maintain a population of candidate solutions, often



represented as bit strings. Each individual in the population is assigned a fitness value
that reflects how well it solves a given problem. Based on these fitness values, certain
individuals from the current population are selected and used to create new individ-
uals (offspring) by applying genetic operators such as crossover and mutation. The
idea is to “evolve” solutions by repeated application of the selection and reproduction
operators.

GAs have been used extensively to find satisfactory solutions to many (primar-
ily numerical, multi-parameter) optimization problems. But they have also been used
successfully to model certain aspects of natural evolution (see, e.g., the various GA
conference proceedings for an overview [Gre85, Gre87, Sch89, BB91, For93, Esh95,
Bac97]). Like CAs, GAs are easily implemented on a computer and lend themselves
to some mathematical analysis. Section 3.3 reviews GAs in more detail, in particular

in the context of evolving CAs.

1.3 Dynamics, emergent computation, and evolu-

tion in cellular automata

1.3.1 Dynamics in cellular automata

Although simply defined, CAs can exhibit a wide range of behaviors, from fixed
point or simple periodic behavior to highly complex or even “chaotic”. Based on this
classification scheme from dynamical systems theory, Wolfram proposed a qualitative
classification of CA behavior into four classes, intending to capture all possible CA

behavior [Wol84b]:
1. A (fixed) homogeneous state.
2. A set of separated simple stable or periodic structures.

3. A “chaotic” behavior.
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4. Complex localized structures, sometimes long-lived.

Subsequently, Langton tried to make this classification more quantitative by
introducing the A parameter, a statistic of the CA update rule. He studied the relation
between the “average” dynamics of CAs and their A values. Langton speculated that
Class 4 behavior occurs at “critical” A\ values, which he associated with a “phase
transition between periodic and chaotic behavior” [Lan90]. However, the association
between this phase transition and critical A values, as reported in [Lan90], does not
appear to be very strong, since there is a rather wide range of A\ values where these
transitions between the two kinds of behavior occur. Indeed, Wolfram’s classification
scheme and the usefulness of Langton’s A parameter have been questioned by others

[HC92, CH93, MHC93).

1.3.2 Computation in cellular automata

CAs can be considered a computational system and their computational capabilities
can be investigated just as for Turing machines, random access machines, Post pro-
duction systems, etc. The computational aspects of CAs have indeed been studied in
great depth (see, e.g., [Wol84a, Nor89, CIHY90a)).

Different kinds of computation can be distinguished in CAs. First, the input-
output behavior over time of a CA can be interpreted as a computation. In this
case, the CA update rule itself is viewed as the “program”, while the input to the
computation is encoded in the initial configuration, which is transformed by the CA
into some “desired” output in the form of a spatial configuration at some later time
step. Examples of this kind of computation include language recognition [Smi72,
Ter94] and “soliton-like” computation [SKW88, SS94].

Second, it has been shown that certain CAs, given certain special initial con-
figurations, are capable of universal computation. For example, the well known two-
dimensional CA called the “Game of Life” [Gar83] was proved to be a universal

computer by using special structures like “gliders” and “glider guns” to implement
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logical gates [BCG82]. Furthermore, it has been proved for several one-dimensional
CAs that they are computationally universal by simulating some other computation-
ally universal device inside the CA, for example a Turing machine [LN90] or some
kind of production system [Coo00].

Third, there is a notion of intrinsic computation in CAs. This does not neces-
sarily involve a “useful” computation, but refers to the detection of structural com-
ponents, embedded in the dynamics of a CA, that encode, transmit, and process
information. These components, or patterns, can be described in computational
terms using formal language and automata theory. In this computational mechanics
framework, the dynamics of a CA is thus analyzed and described in terms of notions
from computation theory, without the need to attach any semantics or usefulness to
the discovered structures [HC92, CH93, Han93, HC97|. The computational mechan-
ics approach and this notion of intrinsic computation is reviewed in more detail in
section 2.4.

Chapter 4 in [GBGT98] provides an elaborate review of all these different kinds
of computation in CAs. These computations may or may not be emergent. For ex-
ample, the soliton-like computation in CAs is explicitly constructed by using different
CA cell-states to encode the absence or presence of, and the interactions between, dif-
ferent kinds of soliton-like particles with which the computation is performed. Thus,
this computation would not be considered emergent (in the definition of [For90b] used
above). In the “Game of Life” emergent structures called gliders and glider guns are
used to create explicitly a particular initial configuration such that the CA dynam-
ics mimics computation with logical gates. This seems to be somewhere in between
emergent and explicitly programmed. The intrinsic computation embedded in a CA’s

dynamics, however, appears to be truly emergent.
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1.3.3 Dynamics and computation in cellular automata

Because CAs have the capacity for a wide range of dynamics as well as many kinds of
computation, they form an ideal class of models to study the relation between dynam-
ics and computational ability in decentralized spatially extended systems. Wolfram’s
classification of CA behavior and Langton’s A parameter, together with their respec-
tive speculations about computationally capable CAs, provided a first step in this
direction. However, both these studies dealt with “generic” or “average” CA behav-
ior only and, moreover, did not use a well-defined classification scheme or measure
of computational capability. Therefore, ultimately they did not provide a direct or
quantitative relation between a CA’s dynamics and its computational ability.

Packard addressed some of these issues by using a GA to evolve CAs to per-
form a specific computational task [Pac88]. His results appeared to support Langton’s
hypothesis that CAs capable of useful computation occur near critical A values. How-
ever, even though a direct measure of computational capability was now available (i.e.,
the ability of the CAs to solve the given task), Packard did not relate the dynamics of
the evolved CAs to this computational capability. He looked only at the distribution
of A values in the final generation of a GA run.

Trying to replicate Packard’s results, Mitchell and colleagues found results
that contradict those of Packard [MHC93]. Using theoretical arguments and empirical
evidence, they showed that useful computation in CAs does not necessarily occur near
critical A values. They then continued with an investigation of (1) the evolutionary
history of the evolved CAs, and (2) the relation between the actual dynamics of
the evolved CAs and their computational capability, or performance, on the given
task [MHC93, MCH94a, MCH94b]. These studies constitute the first concrete steps
towards a better understanding of the relation among dynamics, computation, and

evolution in CAs.

13



1.3.4 The evolution of emergent computation in cellular au-

tomata

In the first series of experiments by Mitchell et al., the CAs evolved by the GA
showed no form of sophisticated emergent computation. In [MCH94b] some of the
impediments that prevented the GA from finding such CAs are discussed. However,
in subsequent experiments CAs with sophisticated emergent strategies for performing
the given task were found by the GA [DMC94, DCMH95, CM95]. Both the emergent
strategies in these CAs and the evolutionary history that gave rise to these strategies
were analyzed in more detail in [Das98, CMD98|.

The emergent strategies of these evolved CAs were described in terms of reg-

!, These are emergent structures

ular domains, particles, and particle interactions
embedded in the CA’s dynamics, by which, it was claimed, the computational task
and the necessary global information processing are performed. Furthermore, the
evolutionary history of these evolved CAs was explained in terms of changes in the
occurrences, velocities, and interactions of these domains and particles. This pro-
vided the next step towards a better understanding of the relation among dynamics,

emergent computation, and evolution in CAs. This work on evolving CAs is reviewed

in more detail in chapter 3.

1.4 A formal study of the relation among dynam-
ics, emergent computation, and evolution in
cellular automata

The work on evolving CAs with GAs and the subsequent analyses have provided much

insight into the relation among dynamics, emergent computation, and evolution in

!The notions of regular domains and particles are formalized in the computational mechanics for
CAs framework, which is reviewed in more detail in section 2.4.
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CAs. However, so far the explanations and claims have not been verified directly
by, for example, any quantitative predictions of a CA’s computational performance
based on its pattern-forming behavior. To give an example, the following claim was
made when explaining the computational strategies of some of the CAs that appeared
during the GA evolution: “In the succeeding generations, the velocity of the particles
and their interactions play the most crucial role in determining the fitness of a CA
rule” [DMC94]. So far, this claim has not been verified in any quantitative way. In
[CMD98], some of the mechanisms of emergent computation in evolved CAs (in terms
of particles and their interactions) have been identified and indicated in more detail,
supporting the above claim. But these results are specific to the particular CAs
that were investigated, and did not yet provide a general framework for investigating
the relation between dynamics and emergent computation in evolved CAs in a more
quantitative and predictive way. Thus, what is still needed is a general framework

for analyzing this relation more formally and mathematically, so that:

1. The concept of an emergent strategy in a CA is well-defined and can be formal-

ized in an algorithmic procedure;

2. This algorithmic procedure can be used to make quantitative predictions of an

evolved CA’s computational performance;

3. This algorithmic procedure can be used to relate changes in the emergent strat-
egy of a CA to changes in the CA’s computational performance in a quantitative

way;

4. These changes can be related to the evolutionary history of the evolved CAs,
i.e., the algorithmic procedure can be used to explain why and to what extent

one emergent strategy is better than another.

The research described in this dissertation addresses these important aspects,

and thus goes beyond previous work on evolving cellular automata. It involves the
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design, implementation, and application of a class of particle models for analyzing the
emergent strategies of CAs that are evolved by a GA to perform certain computational
tasks. This class of models is based on the computational mechanics framework and
uses the regular domains and particles, as observed in the evolved CAs’ dynamics,
to construct an algorithm for simulating an evolved CA’s emergent strategy. This
algorithm is then used to make predictions of the evolved CAs’ computational perfor-
mance and to relate changes in a CA’s emergent strategy directly to corresponding
changes in performance. Furthermore, the algorithm is used to perform comparative
analyses of evolutionarily related CAs, indicating to what extent differences in the
emergent strategies of these CAs contribute to differences in their performances. The
development and subsequent use of the particle models thus provides a means to
study formally the relation among dynamics, emergent computation, and evolution

in cellular automata.

1.5 Overview of the dissertation

In the next chapter, CAs are reviewed in detail. Also, a brief overview of formal lan-
guages and finite automata is provided, which is necessary for the subsequent review
of the computational mechanics framework. This framework provides an analysis
tool for detecting and classifying emergent structures in the dynamics of CAs. Chap-
ter 3 then provides a detailed overview of the evolving cellular automata framework,
reviews previous results, and presents new results on evolving CAs on additional com-
putational tasks. Other work related to evolving CAs is also reviewed briefly. The
class of particle models for analyzing the emergent computational strategies of evolved
CAs is then fully introduced in chapter 4. This chapter also includes a comparison
between CAs and their corresponding particle models in terms of their computational
complexity. Chapter 5 presents results on using the particle models to analyze the

relation between dynamics and emergent computation in evolved CAs quantitatively.
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In particular, the particle models are used to predict the computational performances
of evolved CAs, and to analyze the differences in the emergent strategies of evolu-
tionarily related CAs. Chapter 6 presents a further investigation of the actual class
of particle models itself. This includes, among other issues, a proof in the most basic
setting of the correctness of a particle model, and a derivation of an expression to
predict the scaling of certain quantities with the CA lattice size. Finally, chapter
7 summarizes the main conclusions, presents some discussion, and suggests future

work.
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Chapter 2

Cellular Automata, Formal
Languages, and Computational

Mechanics
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In this chapter, cellular automata, formal languages, and computational me-
chanics are reviewed in more detail. Cellular automata are discrete-state dynamical
systems which form a general class of models of decentralized spatially extended sys-
tems. Formal languages are a concept from theoretical computer science. The class
of formal languages that is most useful here are regular languages, which are sets of
words that can be represented by the mathematical framework of finite automata.
Cellular automata can be viewed as regular language processors. In other words,
their global dynamics can, in principle, be studied using finite automata. However,
as is shown below, this approach is cumbersome and impractical for most situations
of interest. Computational mechanics offers an alternative way of formally studying
the dynamics of CAs by identifying and classifying regularities that appear in a CA’s
global behavior. These regularities, expressed in terms of regular languages, form a

concise description of the CA’s global, or emergent, behavior.

2.1 Cellular automata

Cellular automata (CAs) are dynamical systems that are discrete in state, space, and
time. Originally, CAs were introduced by von Neumann, after a suggestion by Ulam,
to study the logical organization behind biological self-reproduction [vN66]. After von
Neumann’s death, Burks completed and extended this original work on CAs [Bur70].
This early work on CAs was mainly theoretical.

CAs were popularized in a series of Scientific American articles about the
“Game of Life”, a two-dimensional CA invented by Conway [Gar83]. With the fast
increase in processor speed and availability of cheap memory that followed the de-
velopment of the first computers, interest in CAs also increased. These technological
improvements made it easier and faster to run CAs on a computer, and the compli-
cated patterns they generate could now be observed directly. With this development,

CA research shifted to modeling natural and artificial systems and building simula-
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tions (see e.g. [MBVB90]). The introduction of special CA hardware even made very
fast simulation of large-scale systems possible [TMS87].

CAs, because of their pattern generating properties, are an interesting class of
systems in and of themselves. However, they can also be regarded as an alternative
to differential equations for modeling physics [Tof84], and as a model of parallel dis-

tributed computation [Hil84]. CAs have been used in many different ways, including
e studying the logical organization behind self-reproduction [vN66, Lan84],
e the basis of new computer architectures [Hil84, TM87],
e connections with formal languages [Nor89, CIHY90a],
e traffic simulations [SN98],
e models of voting behavior [BM96],
e studying fluid dynamics [MTV86],
e studying pattern formation [TH88, BHO1],
e modeling and simulation of a wide variety of physical systems [Vic84, MBVB90],
e modeling and simulation of a wide variety of biological systems [EEK93],

and many, many other areas. For a more extensive survey of CA applications, see
chapter 2 in [CCNC97].

In this dissertation, CAs are used as models of decentralized spatially extended
systems. They have the capability of generating a wide range of dynamics and they are
capable of performing many kinds of computation. For this reason, they form an ideal
tool for studying the relation between dynamics and computation in decentralized
spatially extended systems. Although a CA can be defined in any arbitrary but finite
spatial dimension, only one-dimensional CAs are considered here. The mathematical

framework reviewed below is therefore restricted to one-dimensional CAs.
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2.1.1 Definitions

A one-dimensional cellular automaton consists of a linear lattice, or array, of identical
cells, each of which can be in one of a finite number k of states. The (local) state of
cell 7 at time ¢ is denoted st € ¥ = {0,1,... ,k — 1}. The (global) state s; of the CA
at time ¢ is the configuration of the entire spatial lattice, s; = (9, s},..., siv’l) e xv,
where N is the (possibly infinite) size of the lattice.

At each time step, all the cells in the lattice update their state simultaneously
according to a local update rule ¢. This update rule takes as input the local neighbor-
hood configuration n of a cell, which consists of the states of the cell 7 itself and its
2r nearest neighbors (r cells on either side). So, at site i the local neighborhood is
n = (s"",...,8, ..., 8. ris called the radius of the CA. The update rule ¢ then

returns the new state of cell 4, si,; = ¢(n;). Figure 2.1 gives a graphical illustration

of this update process.

e
L i-r| - |i-1| 1 |i+1| --- |i+r
¢
t+1 i

Figure 2.1: The update process for a cell 7 in the CA lattice. The update rule ¢ is
applied to the cell’s local neighborhood configuration n’ to determine the state of cell
¢ at the next time step.

The local update rule ¢, which is the same for each cell in the lattice, can be
represented as a lookup table (LUT) which lists all the possible local neighborhood
configurations (|n| = k* 1), together with their respective output states s;,;. The

global update rule ® : XN — XN applies ¢ in parallel to all cells in the CA lattice,
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si11 = P(s;). For finite N it is also necessary to specify boundary conditions. Here,
periodic boundary conditions are used, i.e., sVt = st

The simplest class of CAs are the elementary CAs (ECAs), for which (k,r) =
(2,1). Such a CA has 2% ™! = 23 = 8 entries in its lookup table. Since the output
state of each of these entries can be either a 0 or a 1, there are 28 = 256 ECAs. These
ECAs have been studied in great detail.

In [Wol83], Wolfram introduced a convenient numbering scheme for elementary
CAs. First, all possible neighborhood configurations 7 are written as binary numbers
and listed in decreasing order (see the example below). For each possible value for 7,
the corresponding output state (a 0 or a 1) is written. This list of 0s and 1s is then

also considered a binary number, and its corresponding decimal number is the rule

number of the CA. For example, for ECA 18 this rule number construction looks like:

ne 111 110 101 100 011 010 001 000
Ssq1 0O 0 0 1 0 0 1 0 =2242'=16+2=18
Of course, this scheme works both ways: from the lookup table one can find the rule

number and from the rule number one can easily construct the lookup table.

2.1.2 Cellular automata dynamics

The dynamics of a (one-dimensional) CA can be visualized in a space-time diagram,
where the global states s; of the CA are plotted over time, with time increasing
down the page. CAs can show a wide variety of behaviors, from fixed point or simple
periodic behavior to highly complex or even “chaotic”. Figure 2.2 presents space-time
diagrams of four different elementary CAs (ECA 160, 184, 18, and 105), showing this
variety in behavior, even in this simplest class of CAs. In each space-time diagram,
the CA is started with a randomly generated initial configuration (IC).

Wolfram proposed a qualitative classification of (asymptotic) CA behavior into

four classes, intending to capture all possible CA behavior [Wol84b]:

1. A (fixed) homogeneous state.
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ECA 160 ECA 184
(T ) e

— time

space —»
ECA 18 - ECA 105

Figure 2.2: Space-time diagrams of four elementary CAs. Each CA is started with a
random initial configuration.

2. A set of separated simple stable or periodic structures.
3. A “chaotic” behavior.

4. Complex localized structures, sometimes long-lived.

For example, ECA 160 in figure 2.2 is in class 1. ECA 184 is an example of a class 2
CA. Both ECA 18 and 105 are classified as chaotic, or class 3 CAs. An example of
a class 4 CA is the two-dimensional “Game of Life” CA mentioned in the previous
chapter. These four classes are analogs of corresponding classes of behavior from dy-
namical systems theory (see e.g. [Dev89a]). Wolfram’s classes are phenomenological,
though, and in his scheme CAs are classified only by visual inspection of space-time
diagrams.

Langton tried to make Wolfram’s classification more quantitative by introduc-

ing the A\ parameter [Lan86]. This parameter is a statistic of the output states in the
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CA lookup table, defined as the fraction of non-quiescent states in this table. The
quiescent state of a CA is an arbitrarily chosen state s € 3. Concretely, for two-state
CAs (i.e., X = {0, 1}), if state 0 is chosen as the quiescent state, the A value is simply
the fraction of 1s in the output states in the lookup table. Another interpretation of
A is that if an (infinite length) CA is started with a random initial configuration, such
that all possible neighborhoods 1 occur with equal probability, then A is the fraction
of 1s in the CA lattice at the next time step.

Analogous to the occurrence of a bifurcation sequence in a dynamical system
when some control parameter is increased, Langton observed that when CA lookup
tables are created at random, but with increasing A\ values, the “generic” dynamics
of these CAs go through Wolfram’s classes in the following order: 1 — 2 — 4 — 3.
Langton argued that there is an obvious mapping between the A\ parameter and
Wolfram’s classes, where low to intermediate A values are associated with classes 1
and 2, intermediate or “critical” A\ values with class 4, and high A values with class
3. The “critical” A values, Langton claimed, are associated with a phase transition

between periodic and chaotic CA behavior [Lan86, Lan90, Lan91].

2.1.3 The relation between dynamics and computation in cel-

lular automata

As mentioned earlier, CAs are capable of many kinds of computation. Both Wolfram
and Langton speculated that useful, or even universal, computation would be pos-
sible only in class-4 CAs, that is, CAs at “critical” A\ values. However, both these
studies dealt only with “generic” or “average” CA behavior that is classified by vi-
sual inspection. Moreover, they did not use a well-defined measure of computational
capability. Langton used a correlation measure based on mutual information between
cells in the lattice, which in itself is a well-defined and useful measure. However, he
then states that “if cells are cooperatively engaged in the support of a computation,

they must exhibit some-but not too much—correlation in their behaviors” (original
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italics) [Lan90]. Unfortunately, Langton did not quantify what “some-but not too
much—correlation” is.

So, the association between Wolfram’s four classes and Langton’s A parameter
is based only on average behavior judged by visual inspection, and thus does not
appear to be very strong, and certainly not quantitative. Subsequently, this clas-
sification scheme and the usefulness of the A parameter were questioned by others
[HC92, CH93, MHC93]. Because these studies did not use a well-defined or quanti-
tative measure of computational ability in CAs, they left the question remaining of

how to formalize the relation between a CA’s dynamics and its computational ability.

2.2 Formal languages

This section reviews the topic of formal languages, in particular regular languages,
which are important concepts from theoretical computer science. This background
is necessary for an understanding of the last part of this chapter on computational
mechanics, and also for some material in later chapters. Most of the review in this
section can be found in more detail in any standard textbook on formal language
and automata theory (e.g., [HU79, CL89, Mor98|). This section serves mainly as a

reminder and to fix notation.

2.2.1 Alphabets, words, and languages

An alphabet X is a finite set of symbols. Examples include the 26 letters of the English
alphabet, ¥ = {a,b,c,...,z}, and the binary alphabet, ¥ = {0,1}. A word w over
the alphabet ¥ is a finite sequence of symbols from . For example, cat and house
are words over the English alphabet, and so is pfrrt, even though it might not have a
meaning to us. Similarly, 0000 and 1010101 are words over the binary alphabet. The
i" symbol of word w is denoted w;. The length of a word w, denoted |w|, is defined

as the number of symbols in the word. For example, |cat| = 3 and |1010101| = 7.
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There is one special word of length zero, the empty word, denoted ¢, which exists for
every possible alphabet. The set of all possible words over an alphabet ¥ is denoted
¥* (meaning an arbitrary number of symbols from ).

A formal language L over the alphabet X is a (possibly infinite) subset of
¥* L C ¥*. In other words, a formal language is a set of words over some al-
phabet. For example, all of the following sets are languages over the binary alpha-
bet: () (the empty language), {¢} (the language consisting only of the empty word),
{e,0,00, 000, 0000, ...} = 0%, {0,1,00,01, 10,11}, etc.

2.2.2 Finite automata

Formally, a finite automaton (FA) is defined as a 5-tuple:
M = {QazaéaQOaF}

where @ is a finite set of states, X is an alphabet, ¢y € Q) is the initial state, FF C @) is
a set of final or accepting states, and 0 : QQ X ¥ — Q is a transition function, written
d(g,a) = ¢, which takes a state ¢ € @ and a symbol a € ¥ to another state ¢’ € Q. A
finite automaton can be graphically represented by circles (for the states) connected
by arrows (for the transitions). Figure 2.3 shows an example with 3 states (denoted
by the circles labeled a,b, and ¢, i.e., Q@ = {a,b,c}), alphabet ¥ = {0,1}, start state
a (denoted by the unlabeled incoming arrow), and final state ¢ (F' = {c}, denoted by
the double circle). The allowed transitions are shown by arrows going from one state
to another, labeled with symbols. In this example d(a,0) = a, §(a,1) = b, (b, 1) = ¢,
and d(c,0) = a are the allowed transitions. The other transitions that are possible
in principle (e.g. 6(b,0) = ¢), but that are not explicitly specified, are the disallowed
transitions.

A finite automaton can be used in two ways: in an input (or reading) mode
or in an output (or writing) mode. In the input mode, symbols from a word w are

read one by one. The automaton starts in its initial state ¢y and reads the first
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Figure 2.3: Example of a finite automaton with three states and four allowed transi-
tions.

symbol, wy. It then makes a transition to another state ¢’ according to the transition
function: ¢ = §(qo, w1). The automaton then reads the next symbol, wy, and makes
a transition to state ¢” = §(¢’, ws), and so on for every next symbol w; in the word
w. This way, the automaton reads, or scans, the entire word w, until no symbols are
left. The automaton is said to accept a word w if, after reading the entire word, it
ends in an accepting state ¢ € F. If it is not in an accepting state after reading the
entire word, or if a disallowed transition is encountered while reading the word, the
automaton is said to reject the word. For example, the FA in figure 2.3 will accept the
word 0110011, but reject the word 0111011. In the input mode, a finite automaton
can be used as a recognizer of words.

In the output mode, the automaton again starts in the initial state ¢y, but will
write a word w instead of reading one. Initially the word w is the empty word €. At
each step, the automaton makes a transition out of the current state ¢’ to one of the
states that can be reached from ¢’ via an allowed transition. The destination state ¢"”
is chosen in some way, e.g., at random, out of all the states reachable from ¢'. Next,
the symbol w; that labels the chosen transition is added to the end of the word w.
This process can terminate only when the automaton is in a final state. In this mode,
a finite automaton can be used as a generator of words.

One final notion, important in the following, is the distinction between a deter-
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ministic finite automaton (DFA) and a nondeterministic finite automaton (NFA). In
a DFA, there is at most one outgoing transition from each state labeled with a symbol
a for each a € ¥. In an NFA, there can be more than one outgoing transition from
one particular state labeled with the same symbol. So, every DFA is also an NFA,
but not every NFA is a DFA (although an NFA can be converted into an equivalent
DFA, as shown below). The example in figure 2.3 shows a DFA.

2.2.3 Regular languages

A regular language L is a formal language for which there exists some finite automaton
M (L) that accepts all words in L and rejects all words not in L. Note that a language
of finite size is always regular. For any regular language L there exists a unique
deterministic finite automaton M,;,(L) with a minimal number |Q| of states that
accepts L. Generally, the subscript is omitted and it is assumed that M (L) is the
minimal automaton that accepts L. In a similar way, for every finite automaton M
there is a corresponding regular language L(M) that consists of all (and only) the
words that are accepted by M.

The regular language L(M) associated with the automaton M of figure 2.3
consists of all the words where 1s occur only in pairs, with one or more 0s in between
the pairs of 1s, and where all words end with a pair of 1s.

Another convenient way to represent regular languages are regular expressions.
A regular expression R(L) represents a regular language L using primitives and op-
erations. The primitives are £ (the empty word), the symbols a (for all @ € ¥), and
the parentheses (). The operations are + (for union, or the OR operation), - (dot; for
concatenation), and * (for zero or more repetitions). Often the - for concatenation
is omitted and a - b is just written as ab. Also, sometimes the notation * is used for
one or more repetitions, i.e., a™ = aa*. Regular expressions are built by using these
primitives and operations. As with FAs, for every regular expression R there is a

corresponding regular language L(R) that consists of all the words that can be built
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using R.

It turns out that finite automata and regular expressions are equivalent. In
other words, for every regular expression R(L) there exists a finite automaton M (L)
that accepts L (and only L), and vice versa. The regular expression equivalent to
the finite automaton of figure 2.3 is 0*(1107)*11. Sometimes it is more convenient
to represent regular languages with finite automata, and sometimes with regular
expressions. Since they are equivalent, however, they can be used interchangeably.

A particular subclass of the regular languages are process languages. A process
language is a regular language L where, in the corresponding minimal DFA M (L), all
states are both initial and accepting states. This minimal DFA M (L), representing

a process language, is called a process graph.

2.2.4 Finite state transducers

A finite automaton can either be used in input mode or in output mode. Naturally,
it is also possible to combine these two modes into one automaton, such that for each
transition a symbol is read as well as written. The resulting automaton is referred to

as a finite state transducer (FST). Formally, an FST is defined as a 7-tuple:
T = {Qa Eina Eouta 6} )‘a qo, F}

where @), J, qo, and F' are as in the definition of a finite automaton, 3;, is the input
alphabet, ¥,,; is the output alphabet, and A : Q x X;, — X, is the observation
function, written A(g, a) = b, which maps a state ¢ € @) and an input symbol a € 3,
to an output symbol b € ¥,,;.

The representation of a FST is similar to that of a finite automaton, except
that there are now two symbols associated with each transition: an input symbol and
an output symbol. The arrows representing the allowed transitions have labels a|b,
where a € Y;, denotes the input symbol and b € ¥,,; denotes the output symbol.

A FST effectively implements a mapping fr from one language (a set of words
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over Y;,) to another language (a set of words over ¥,,;). Given a word w over the
input alphabet 3;,, the FST scans this word and for each symbol w; it reads it
makes the appropriate state transition and outputs a symbol w}. It thus maps a word

w € X, to a word w' € X,y;.

2.2.5 Operations on finite automata

NFA-to-DFA conversion

As mentioned earlier, a finite automaton can be deterministic (DFA) or nondetermin-
istic (NFA), and every DFA is also an NFA but not necessarily vice versa. However,
DFAs and NFAs are provably computationally equivalent. In other words, for every
NFA M there is an equivalent DFA M'. Equivalent again means that L(M) and
L(M') are the same.

There is an algorithm for converting any given NFA into an equivalent DFA.
Briefly, the procedure is to have the states @) in the DFA M’ correspond to subsets
of the set of all states @ in the NFA M, i.e., Q' C 29, where 29 is the power set' of
Q. Specifically, the state ¢’ € @' that the DFA M’ is in after reading part of a word
w is the state corresponding to the subset of all states ¢ € @ that the NFA M can be
in after reading the same part of w. From this algorithm it follows that converting
an NFA into its equivalent DFA, in principle, can cause an exponential increase in

the number of states (from |Q| to 2/9l).

Minimization of DFA

When constructing a DFA M (L) that accepts a given regular language L, it is not
guaranteed that M (L) is minimal. Similarly, when converting an NFA M to an

equivalent DFA M’ it is not guaranteed that the resulting automaton M’ is minimal.

IThe power set 29 of a set () is the set of all possible subsets of ). For example, if Q = {1,2, 3},
then 29 = {0, {1}, {2}, {3}, {1,2},{1,3},{2,3},{1,2,3}}.
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However, for every DFA M there exists a unique minimal DFA M,,;, that is equivalent
to M, i.e., L(Mm) = L(M).

Similarly to the NFA-to-DFA conversion, there exists an algorithm to find the
minimal DFA M,,;, for any given DFA M. Briefly, this algorithm consists of finding
pairs of equivalent states. Two states are equivalent, for example, when the sets of
all (sub)words that can lead to these two states are identical. These equivalent states
can then be merged into one state, thus reducing the number of states in M. This
process is done iteratively. Furthermore, given an arbitrary DFA M, there could be
states in M that can never be reached. These states and their outgoing transitions

can be deleted, again reducing the number of states in M.

FST output language

Given a finite state transducer T, what is the set of all words that 7" can produce
(i.e., what is T"s output language), given all possible inputs? The output automaton
[T)out is defined as the minimal DFA that accepts the set of all words that can be

“emitted” from T on all possible inputs. [T'],,; can be constructed as follows [Han93]:

1. The input symbols on all transitions of 7' are disregarded, leaving only the

output symbols labeling transitions.

2. The resulting automaton is typically an NFA. This NFA is converted to a DFA,

using the NFA-to-DFA conversion algorithm.
3. The resulting DFA is then minimized using the DFA minimization algorithm.

This construction is called minimization with respect to the output.

Automata composition

Given a finite automaton M (L) and an FST T, M (L) can be used in output mode

to generate words that can then be read by 7. This results in restricting the domain
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of the mapping fr to the language L. The automaton that represents this restricted
mapping is the composition T'o M (L). This composition operator is formally defined
as follows [Han93|:

Let M and T be a finite automaton and a finite state transducer, respectively:

T={Q", 5%, 5T

mn? “out

6T AT ¢l , FTY, with &1 =M,
The composition T =T o M of T and M is a transducer

T, = {QI?EI E,outaéla)\,aqaaF,}

in
such that: Q" are ordered pairs of the states in @7 and QM i.e., Q' = QT x QM; the
input alphabet is ¥} = YT = ¥M: the start state is ¢ = (¢, ¢}); the set of final
states is F' = {(¢7,¢™) : ¢* € FT ¢ € FM}; the output alphabet is X! , = ¥
the transition function ¢’ : Q' x X! — @' is given by

8'(¢' om) = (0"(q", 0in), 6™ (¢™, o)), where ¢' = (¢", ¢")
and the observation function \': Q' x X! — X! . is given by
N(qd',oim) = A (q", 0i), where ¢’ = (¢7, ¢™).

The minimization with respect to the output construction can then be used to find

the minimal DFA that represents the language that can be produced from 717, i.e.,
[T,]out-

2.3 Cellular automata as regular language proces-
sors

There is a direct connection between CAs and regular languages (see e.g. [Nor89,
CIHY90a, CIHY90b]). In particular, CAs can be viewed as reqular language pro-
cessors. In this view, the lattice configurations s; are considered words from some

regular language that are mapped onto each other by the CA dynamic.
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First, recall that the global CA update rule ® operates on individual lattice
configurations s;. In other words, the global CA update rule ® maps one particular
lattice configuration s, to another lattice configuration s;;; at the next time step by
applying the local update rule ¢ simultaneously to each cell s; in the lattice. So,
starting with a specific initial configuration sy, the CA goes through a sequence of
lattice configurations {sg,si,ss,...} which is completely determined by s, and P,
with s, = ®s,_; = ®'s,.

Alternatively, an ensemble operator ® can be defined that operates on sets of
lattice configurations €, = {s;} [Wol84a]. In other words, the ensemble operator ®
maps one set of lattice configurations (2, to another set of lattice configurations €2,,, at
the next time step by applying the global update rule ® to each lattice configuration

St in Qti
Qi1 = {Se41 1 8141 = D(s1), Vs € U}

For example, if {2y is some set of lattice configurations, then €2y = ®€) is the set
of lattice configurations that can occur at time step ¢ = 1 given that the CA starts
with an initial configuration sy from 5. So, starting with ICs from a specific set
Qp, the CA lattice configurations that can be observed at each time step ¢ form
the sequence {{g,,s,...} which is completely determined by €y and ®, with
O = ®Q_ = D',

Considering lattice configurations s; as words over the CA alphabet X, a set
of lattice configurations €2; can now be considered a formal language. In particular,
when the lattice size N is finite these sets are regular languages, since there are only
a finite number of lattice configurations possible on a finite lattice. For example, the
set of all |3|" possible initial configurations on a lattice of size N forms the regular
language €y = XV. It can be shown that the finite iterates ®'€,t < oo, of any
regular language () are also regular languages [Wol84a, HC92]. Thus, a (finite-size)
CA can be viewed as a regular language processor.

So, the ensemble operator ® forms a mapping from one regular language €2; to
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another regular language 2,1 and can thus be represented as a finite state transducer
Ts. This FST, referred to as the CA update transducer, can, for example, be used to
read the current lattice configuration s; of a CA ®, and write the lattice configuration
S¢11 to which s; is mapped by ®. In fact, this method provides the most (space)
efficient way of updating a CA lattice. Alternatively, T can be used to construct
M (Qy11) explicitly, given M(€2;), using the automata composition and FST output
language operators introduced in the previous section. This construction process is
formalized in the finite machine evolution (FME) algorithm? [Han93|: Given the CA
update transducer Ty for a specific CA rule ® and a finite automaton M, = M (€2;),
the finite automaton M;,; = M (1) = M(®€Q;) is constructed as

Mt+1 = [T<1> o Mt]out

Figure 2.4 shows the CA update transducer T for elementary CAs. Since
elementary CAs have a radius r = 1, three (2r + 1) consecutive symbols 7} =
{si!, st 57} need to be read before the updated symbol st = ¢(n}) can be writ-
ten. So, the last two symbols read need to be remembered while scanning a CA
lattice, which requires four states in the FST (recall that the CA alphabet is binary
for elementary CAs). Thus, the update transducer for an ECA consists of four states.
The (allowed) transitions between these states are labeled with an input symbol in
¥ = {0,1} and an output symbol ¢(s* !, s, s"1), which, of course, depends on the
actual ECA rule used.

For example, suppose T, while scanning a CA lattice, is currently in state 00.
This means that the last two symbols read were both 0. Now suppose that the next
symbol read is a 1. The update transducer Ty then follows the outgoing transition
(from state 00) labeled with input symbol 1. This transition leads to state 01, since
the last two symbols read are now 01. Furthermore, this transition has output symbol

#(001), since the local neighborhood n = 001 was just read. Depending on the actual

2 A finite automaton is sometimes also called a finite state machine, or just finite machine. These
names all mean the same.

35



ECA rule ¢ used, this output symbol is either 0 or 1. For ECA 18, for example, this
symbol would be a 1, since ¢15(001) = 1.

The update transducer for general (k,r) CAs is similarly constructed, but using
k* states to remember the last 27 symbols read. Also note that the FST shown in
figure 2.4 is for infinite-lattice CAs. For finite lattices additional transducer states

are required to take the CA’s boundary conditions into account.

0l ¢(000)

11$(101)
11¢(011) 0l$(110)

11p(111)
Figure 2.4: The CA update transducer Tp for elementary CAs.

As mentioned, the update transducer Ty of a CA can be used to construct
M (1) explicitly given M(€);). So, in principle, the FME algorithm can be used,
starting with 0y = ¥*, to study a CA’s global behavior €2, over time, without the need
to actually iterate the CA update rule on all possible ICs. This would be analogous to
the study of the evolution of state ensembles in dynamical systems theory. In practice,
however, the sizes (i.e., number of states |(Q)|) of the finite automata M; = M (€;) often
explode. For example, Wolfram calculated the number of states in M; = M (Q;) for
t up to five, using 2y = ¥*, for the elementary CAs [Wol84a]. For some ECAs this
number, after only five iterations, is estimated to be larger than 20,000!

So, characterizing the global behavior of a CA by studying its state space
using ® (or equivalently Tp) acting on 5 = ¥* is implausible for anything but the
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simplest CAs. Instead, one could try to apply ® to other, more restricted €2y to,
for example, identify the regularities that characterize a CA’s global dynamics. In
particular, this method can be used to identify the dynamically-homogeneous space-
time patterns that dominate a CA’s behavior [HC92]. This is exactly what is done

in the computational mechanics approach for analyzing the dynamics of CAs.

2.4 Computational mechanics of cellular automata

In many CAs, it turns out, there are only a few important patterns, i.e., regularities
in the space-time behavior, that dominate the global behavior of the system as a
whole. For example, in ECA 160, shown in figure 2.2, the CA dynamics quickly
settles down to a stable configuration of all 0s. In ECA 184, shown in the same
figure, the dominating pattern is that of a “checkerboard” (alternating Os and 1s).
In ECA 18, same figure, the behavior is dominated by white triangles of all sizes. In
more complicated CA behaviors, the dynamics is often dominated by a number of
different patterns that can occur simultaneously.

These dominating patterns form a pattern basis, i.e., a set of regularities in
terms of which the global dynamics of the CA can be described. This is analogous to
using notions of attractors, basins, and separatrices to describe a system’s behavior in
dynamical systems theory. Computational mechanics (CM) for cellular automata pro-
vides a formal framework for discovering, expressing, and classifying a CA’s pattern
basis by combining tools from dynamical systems theory and computation theory.
Most of these tools have already been introduced in the previous sections, in partic-
ular the ensemble operator @ and the finite machine evolution algorithm.

Computational mechanics is a general framework for analyzing dynamical sys-
tems that allows one to infer a model of the hidden process that generated the observed
behavior of a system. This model captures the patterns, or regularities, observed in

this behavior. In the CM for CAs framework, the dominating patterns in a CA’s
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dynamics are identified and then classified into reqular domains, particles, and par-
ticle interactions. These different classes of patterns are explained in detail below.
Suffice to say here that these patterns, once identified, are expressed in terms of reg-
ular languages which can then be represented by DFAs. This representation reveals
how (and how much) information is stored in the system, and how this informa-
tion is transformed over time. It is this aspect that makes computational mechanics
“computational”, in the sense of “computation theoretic”. The “mechanics” in com-
putational mechanics comes from its conceptual ties to statistical mechanics in physics
(for details, see [SC99]).

For a complete introduction to the CM for CAs framework, see [HC92, CH93,
Han93, HC97]. In this section, the CM framework is reviewed and illustrated with an
example using ECA 54. This CA was analyzed earlier in [BNR91]. In [HC97], ECA
54 was analyzed again, but using the CM framework. The example in this section
largely follows that of [HC97]. Figure 2.5 shows a space-time diagram of ECA 54,

starting from a random initial configuration.

99 -
0 i 99

Figure 2.5: Space-time diagram of ECA 54 starting from a random initial configura-
tion. Os are represented as white, 1s as black.
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2.4.1 Regular domains

The first, and perhaps most important, class of patterns in the CM framework used to
describe the dynamics of a CA is that of reqular domains. Informally, a regular domain
is a homogeneous region of space-time in which the same set of spatial configurations
appear over and over again, both in time and in space. Examples of such homogeneous
regions are the all-Os configuration in ECA 160 (the spatial configuration ‘0’ repeated)
and the checkerboard regions in ECA 184 (the spatial configuration ‘01’ repeated).
This notion of regularity, or pattern, is formalized in the definition of a regular domain
as follows.

A regular domain A of a CA @ is a process language® representing a set of

spatial configurations, with the following two properties:

1. Temporal invariance or periodicity: A is mapped onto itself by the CA dynamic,

i.e., ’A = A for some finite p.

2. Spatial homogeneity: The process graph of each temporal period of A is strongly

connected (i.e., there is a path between every pair of states).

The meaning of the first property, temporal invariance, is that a regular domain is
a periodic, i.e., temporally repeating, set of spatial configurations represented by a
regular language (possibly with period one, in which case the domain is invariant).
Note that this periodicity is a “language” periodicity. It indicates which spatial
configurations that make up the regular domain are mapped into which other ones.
However, it does not indicate exactly which symbol of one spatial configuration is
mapped into which symbol of another spatial configuration. In other words, it does
not indicate the relative positions of these spatial configurations in the CA lattice
over time. This issue is addressed below in the example.

The second property of a regular domain, spatial homogeneity, is a form of

spatial translation invariance. In other words, the regular domain, or pattern, is

3Recall from section 2.2.3 that a process language is a regular language in which in the corre-
sponding DFA | the process graph, all states are both start and final states.
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position independent and can occur anywhere in the lattice. Furthermore, a domain
(or rather, an instance of a domain) can be extended indefinitely (assuming an infinite
lattice). Finally, inside a regular domain there is no notion of absolute position, only
of relative position. Compare this to walking on a railroad track with identical cross
beams. All you can tell is whether you are on a cross beam or in between two beams.
There is no way of telling on which beam you are in an absolute sense. There is only
a notion of relative position (on or between beams). But what is known, is that when
you are on a beam, the next position will be in between two beams, followed by being
on a beam again, etc.

Since a regular domain A is a regular language (in particular, a process lan-
guage), it can be represented by either a set of regular expressions or by their corre-
sponding minimal DFAs. Of course, a CA can have more than one regular domain.
The set of all regular domains of a particular CA is denoted A.

For many CAs, candidates for a regular domain can be identified by visual
inspection of the CA’s space-time diagram. In more complex cases, an automated
inference technique, called e-machine reconstruction [CY89, Cru94al, can be used to
discover candidate domains in the space-time behavior of a CA. Once such a candidate
domain A€ has been identified for a given CA @, either by eye or by using the e-machine
reconstruction method, it then has to be shown that this candidate domain has the
two properties of a regular domain. The first property (temporal periodicity) can be
verified using the FME algorithm to show that A¢ is closed (i.e., mapped onto itself)
under the CA dynamic ®. The second property (spatial homogeneity) is verified by
constructing the process graph representing A€, and checking whether it is strongly
connected. If the candidate domain A° indeed has these two properties, then it is
classified as a regular domain A of ®.

Note the difference between a set of lattice configurations €2; and a regular
domain A. The elements of €; represent entire lattice configurations that can oc-

cur at time step ¢. The elements of A, on the other hand, represent (local) spatial

40



configurations that occur repeatedly within the CA lattice at any time step. Both
sets, however, are represented by regular languages, and their respective DFAs can
be composed with a CA update transducer to study their dynamics under a certain
CA update rule.

As an example, consider the space-time diagram of ECA 54 in figure 2.5. Close
inspection of this space-time diagram shows many alternating and repeating spatial
configurations of three-white-one-black and three-black-one-white cells. This pattern
can be represented by the set of regular expressions A% = {(0001)*, (1110)*}. Since
this is a recurring pattern in the CA’s behavior, it forms a good candidate for being
a regular domain of ECA 54.

To verify the first property (temporal periodicity), it is easy to show, using the
update transducer Tg,, of ECA 54 and the FME algorithm, that (0001)* is mapped
into (1110)* and vice versa [HC97]. Figure 2.6 shows the minimal DFAs correspond-
ing to the regular expressions representing A**. Clearly, both DFAs are strongly
connected (every state is reachable from every other state), and the second property
(spatial homogeneity) is also verified. So, A** can indeed be classified as a regular

domain of ECA 54.

Figure 2.6: The minimal DFAs corresponding to the regular expressions (0001)* and
(1110)* representing A®*.

Note that the regular expression representation of a regular domain A is some-
what ambiguous. For example, in the above example for ECA 54, A® is represented

with the set of regular expressions {(0001)*, (1110)*}. However, this could just as well
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have been written as {(1000)*, (0111)*}, or {(0100)*, (1101)*}, or any of the possible
permutations. It can be shown that (0001)* is mapped into (1110)*, and vice versa,
by Ts,,, but what is lacking in the regular expression representation is an indication
of how they get mapped into each other.

This lacuna can be filled by using the DFA representation of a regular domain.
For example, in the DFAs of figure 2.6, next to the already existing spatial transitions,
temporal transitions can be added that indicate how the two spatial configurations
are mapped into each other by the CA dynamic. The result of adding these temporal
transitions is shown in figure 2.7. Note that the two DFAs are drawn in different
relative positions, compared to figure 2.6, to facilitate adding the temporal transitions,

which are shown in gray.

()< 0 @

Figure 2.7: The minimal DFAs of figure 2.6, representing A%, with the temporal
transitions added in gray.

Each regular domain A has a temporal and a spatial periodicity. The temporal
periodicity of a domain A is equal to the number of regular expressions it contains.
More formally, the temporal periodicity p', is the smallest value p for which ®"A = A.
Under the CA dynamic ®, a domain A continually cycles through its pf, phases in

a fixed order. These phases can be (arbitrarily) numbered 1,...,p%. There is a
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corresponding regular expression (and minimal DFA) for each one of these phases.
The spatial periodicity p} of a domain A is the number of cells in the CA lattice
after which each temporal phase of the domain repeats itself. Since each cell in the
lattice has the same local update rule, the spatial periodicities of all the temporal
phases of a domain A are equal. Thus, the minimal DFAs representing a domain’s

temporal phases all have a number of states that is equal to this spatial periodicity

S

Da-

Since A5* consists of two alternating patterns, (0001)* and (1110)*, that are
mapped into each other, its temporal periodicity is p; = 2. Furthermore, since
there are four states in each of the minimal DFAs in figure 2.6, its spatial periodicity
18 piss = 4.

Recall that the domain A% for ECA 54 was first inferred by visual inspection,
and then proved to be a regular domain. So, one obvious question is: Are there any
other regular domains for ECA 547 In fact, there are. For example A = {0*} is also
a regular domain of ECA 54. Since ¢54(000) = 0, it is clear that a configuration of
0* is mapped onto itself by ECA 54. Furthermore, since the minimal DFA for 0* has
only one state, it is trivially strongly connected. So, A = {0*} is a regular domain
with both temporal and spatial periodicities equal to one. However, it is an unstable
domain. It occurs only on very specific initial configurations, and even if it does
occur in a space-time diagram, it will quickly disappear and be “taken over” by other
patterns such as the other domain A%. Likewise, A = {(0011)*} is another unstable
domain of ECA 54 [HC97].

So, it is clear that a CA can have multiple regular domains, some of which
are stable and occur often in an actual space-time diagram, and some of which are
unstable and occur only for a small set of very specific ICs. It is therefore possible that,
when constructing the set of all domains A, some domains are missed simply because
they were not observed in the CA’s space-time diagrams. For the purpose of modeling

the dynamics of evolved CAs and predicting their computational performance with the
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particle models introduced in chapter 4, such rare domains do not form an important
contribution since these performance predictions are averaged over a large number
of random ICs. As it turns out, not including these rare domains in the description
of a CA’s global behavior does not have significant consequences for the purposes
of the current study. It remains an open question, however, whether it is possible
to construct an algorithm, for example, that will find all regular domains given a

particular CA update rule ¢.

2.4.2 The domain transducer

Given one or more regular domains A® for a given CA ®, a domain transducer can
be built using the DFAs M(A?), ¢ = 1,...,|A|. This transducer can then be used
to map raw space-time configurations to “filtered” configurations where the domain
regularities are suppressed. The resulting filtered space-time diagram reveals where
these domain regularities are violated.

Briefly, the construction of the domain transducer works as follows. In the
DFAs M (A?) of the regular domains A?, for each allowed transition the output symbol
0 is added, which indicates a domain. So, while scanning a CA lattice configuration,
as long as a domain is being read (i.e., allowed transitions are followed), the transducer
will write a sequence of 0s. Next, the (formerly) disallowed transitions of the DFAs
M (A?) are added, each with a different output symbol i that uniquely represents the
corresponding transition. These added transitions generally also include transitions
between the different DFAs, in case of more than one regular domain (or domains
with multiple phases).

Using the DFAs in figure 2.6, the domain transducer for ECA 54 is constructed
by first adding an output symbol 0 to the allowed transitions. In other words, the
domain A®* will be mapped to 0. Next, the disallowed transitions are added, each
with a unique output symbol. Note that each state in ECA 54’s domain transducer

has only one allowed outgoing transition, labeled with an input symbol 0 (or 1).
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Consequently, each state will have one added (formerly disallowed) transition labeled
with the other possible input symbol, i.e., 1 (or 0). Since there are eight states in
the domain transducer, there are eight such added transitions. They can be assigned
output symbols 1,...,8, in arbitrary order. The resulting transducer is shown in
figure 2.8. The allowed transitions of the original DFAs are shown with thick arrows.

The added (formerly disallowed) transitions are shown with thin arrows.

T30

0|6

Figure 2.8: The domain transducer for ECA 54, constructed from the DFAs in figure
2.6. Added transitions are shown with thinner arrows than original transitions.

Figure 2.9 shows a simple example of how a lattice configuration of ECA 54
is mapped into a filtered configuration using the domain transducer. The lattice
configuration shown in this figure consists of two repetitions of the 1110 configuration
(i.e., part of a domain), followed by a 0110 configuration, followed by again two
repetitions of 1110. When the domain transducer of ECA 54, as shown in figure 2.8,
is used to scan this lattice configuration from left to right, the first eight symbols
are mapped to 0s, since they are part of a domain. Then a violation of the domain
regularity follows and the next four symbols are mapped to 5, 3, 1, and 7, respectively.
The rest of the lattice consists of a domain again and is thus mapped to Os.

Using ECA 54’s domain transducer, the entire space-time diagram of figure
2.5 can be filtered this way, resulting in the space-time diagram of figure 2.10. In

this figure, all occurrences of the domain A% are mapped to white and the domain
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Figure 2.9: An example of the filtering process using the domain transducer.

violations are mapped to black. In other words, the output symbol 0 is represented by
white cells and all output symbols {1,... ,8} in the domain transducer are represented

by black cells in the filtered space-time diagram.

Figure 2.10: The filtered version of the space-time diagram of ECA 54 in figure 2.5.

2.4.3 Particles

The filtered space-time diagram in figure 2.10 shows where the domain regularities
are violated. However, many of these violations are regular, repeating structures
themselves. Thus, it seems sensible to include these structures in the CA’s pattern
basis too. In the CM framework, these structures are classified as particles.

A particle « is a spatially localized (i.e., bounded width), temporally periodic

boundary between two adjacent domains. A domain-particle-domain configuration
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AfaA is also a regular language that is temporally periodic, but unlike a domain, it
is not spatially homogeneous, and so it is not a regular domain itself. Particles are
labeled (arbitrarily) with Greek letters. The set of all particles {«, 3,...} of a CA is
denoted P.

As a comparison of the original space-time diagram (figure 2.5) and its filtered
version (figure 2.10) shows, particles can sometimes be difficult to identify directly
from the raw space-time configurations. However, once the domain regularities are
filtered out, the particles are revealed clearly. The filtered space-time diagram shows
four different types of particles in ECA 54’s dynamics. These particle types are labeled
a, B,v", and v, after [HC97]. All four particle types form a boundary between two
adjacent A%* domains. However, the domains on either side of a particle are “out of
phase” with each other, either temporally or spatially or both. The different particle
types are indicated with gray labels in the filtered space-time diagram in figure 2.10.
Figure 2.11 shows small space-time patches with these four particles, both in original
and filtered appearances.

Every particle & € P has a temporal periodicity p’,, which is the number of
time steps after which it repeats itself. However, since a particle is a bounded (in
space) structure, it cannot have a spatial periodicity (i.e., it cannot consist of an
arbitrarily repeated spatial pattern). Therefore, when referring to the periodicity
pa of a particle a, the temporal periodicity pf, is implied. Thus, a particle a has p,
different phases, which can be numbered 1,... ,p,. Note that each phase of a particle
is characterized by a unique sequence of output symbols from the domain transducer.
In other words, when a domain transducer, while reading a lattice configuration,
encounters a particle, it will output a certain sequence of symbols corresponding to
the state-transitions it makes, in between two sequences of Os (domain symbols). This
sequence of non-domain symbols uniquely identifies the type and phase of the particle
that was just encountered.

The (temporal) periodicities of ECA 54’s particles are p, = 4, pg = 4, p,+ = 2,

47



o

p
'Y+
Y_

\
(b)
Figure 2.11: The four particles of ECA 54. (a) The unfiltered appearances. (b) The
filtered appearances. Domain symbols are represented by white cells. The inscribed

symbols in the black cells refer to the corresponding output symbols of the transitions
in the domain transducer. After [HC97].
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and p,- = 2. Note that the particle periodicities are not directly obvious from the
filtered space-time diagram in figure 2.10. For example, it seems that the v and v~
particles have a periodicity p = 1. However, this is mainly a result of the fact that
all non-domain output symbols in the domain transducer are mapped to black cells
in the filtered space-time diagram. When the actual output symbols are preserved,
as in figure 2.11, the periodicity p = 2 will clearly show. Also, the actual periodicity
of a particle can be observed from the original space-time diagram. As mentioned,
the different phases of each particle are identified by a unique sequence of transitions
in the domain transducer while scanning a particle. These unique “signatures” can
clearly be seen in figure 2.11. The four phases of the « particle, for example, are

identified by the four symbol sequences ’3’, '888’, ’444’, and ’50401’.
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In general, after a particle has completed one period, it will have shifted a
number of cells in the lattice, either to the left or to the right or sometimes none at
all. This number of cells a particle a € P has shifted after one period p, is called
its displacement d,. Displacements to the left are indicated with negative numbers
and displacements to the right with positive numbers. From a particle’s period p and
displacement d, an average velocity v is simply calculated as v = d/p.

For ECA 54, the displacement of both the o and [ particles is d = 0, and
thus their velocity is v = 0/4 = 0. The displacements of the y© and ~ particles are
d,+ = +2 and d,- = —2. Consequently, their velocities are v+ = +1 and v,- = —1.

As with the regular domains, in principle it is possible that a particle is missed
when constructing the set P of all particles for a CA. First, if one of the domains is
missed because it was never observed, its corresponding particles will also be missed
(i.e., the particles that form the boundary between this domain and the other do-
mains). Furthermore, different kinds of particles can exist as the boundary between
two particular domains (or domain instances). For example, the four particles in
ECA 54 all form a boundary between two A® instances. It could be the case that
there exists yet another such particle which occurs only very rarely, on very spe-
cific ICs. As with regular domains, however, for the purposes of modeling evolved
CAs and predicting their performance, such rare particles do not form a significant

contribution.

2.4.4 Particle interactions

As the filtered space-time diagram clearly shows, sometimes particles collide which
can lead to the creation of other particles or to mutual annihilation. Such a particle
interaction is denoted a + [ — 7, meaning that the collision of particles o and
leads to an interaction resulting in a 7 particle. An interaction result () indicates an
annihilative interaction. Note that the order of the interacting particles is important.

The notation o + § means that the « particle is to the left of the [ particle upon
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collision. The complete set of possible particle interactions, given the set of particles
P, is denoted I.

The result of a particle interaction sometimes depends on the relative phases
that the interacting particles are in at the time of collision. Different relative phases
at collision time can give rise to different interaction results. In that case, the particle
interaction is labeled with the probability with which the interaction result occurs.
For example, when two particles o and 3 can have two possible interaction results, say
a particle v or a particle d, and the first result occurs 65% of the time and the second
results occurs 35% of the time, then this is written as o + 3 - v and a + [ L.

It turns out that an upper bound on the number of interaction results from an

interaction between two particles is given by

p1p2Av
PAPA

where p; and p, are the respective periodicities of the two particles, Av is the differ-

ence in the velocities of the two particles, and p’ and p3 are the temporal and spatial
periodicities, respectively, of the domain A that is in between the two interacting
particles before they collide. This upper bound is a generalization of the one given
in [PST86] and a proof will be presented elsewhere [HSC]. So, given two particles,
to find all possible interaction results from a collision between these two particles, at

most p;’fﬂ possibilities need to be checked.

S
APA

Given the set P of four particle types, the following particle interactions can

be observed in ECA 54:

o+ — Y t+a+29"
7+ a - 27y +a+~t
B+ — "
AR - 7
A - 0
YF+a+y = v +a+aT
YF+B+y = 0
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For ECA 54, there are no particle interactions that can have more than one interaction
result. The expression for the upper bound on interaction results comes out to 1 for
all possible particle interactions. Note also that the last two interactions are three-
particle interactions. Most of these interactions can be observed in figure 2.10.

Note that the words particle and particle interaction are purely used as an
analogy here. The reason these structures are called particles is because they behave
somewhat similar to physical particles. For example, the filtered space-time diagram
in figure 2.10 is reminiscent of a picture of particles in a bubble chamber. The particles
in a CA travel with a certain velocity and interact with each other, annihilating or
creating other particles, just like physical particles. However, the analogy should not
be taken too far. For example, there is generally no equivalent in the particles in a
CA of preservation of momentum or energy as in physical particles. So, the name

particle implies an analogy, not a one-to-one mapping.

2.4.5 The particle catalog

The complete set {A,P,I} of domains, particles, and particle interactions, i.e., the
pattern basis of a CA, can be summarized in a particle catalog. This catalog forms
a description, expressed in computation theoretic ways, of the CA’s dynamics at a
higher level than the CA update rule ¢ itself, or even the raw space-time configura-
tions. Furthermore, this pattern basis is identified and classified without necessarily
assigning semantics or usefulness to the discovered patterns (i.e., the domains and
particles). In this sense, it reveals the intrinsic computation embedded in the dynam-
ics of a CA [Cru94a).

The particle catalog for ECA 54 is given in table 2.1. Note that only the stable
domain A% is included in the set A, but not the other known but unstable domains.
In [HC97], an analysis is done of how much of the CA lattice can be described in
terms of the pattern basis summarized here in table 2.1. These results indicate that,

after a short transient time, only about 1% of the entire lattice is not captured by
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this higher level description of ECA 54’s dynamics.

Domains A Interactions I
Label | Regular language o+ — Y 4a+2yt
A1 (0001)%, (1110)* YT +a - 27 +a+q"
Particles P B+ — AT
Label | Boundary |p | d| v || v+ - 7
o AN T4 0] O 4+ — B
B AN 4L 0] O y"+a+y — v +a+y"
v+ NN 20 2] 1| yP 48+ — 0
o AN 121 2] -1

Table 2.1: The particle catalog of ECA 54.

Particles and their interactions can be interpreted as encoding, transmitting,
and processing information, as is shown in the next chapter. The seemingly complex
global behavior of a CA can be broken down into these relatively simple patterns, or
information units, which provides a concise description of this global behavior. The
computational mechanics framework thus begins to answer the last problem from
“Twenty problems in the theory of cellular automata” [Wol85]: What higher-level

descriptions of information processing in cellular automata can be given?
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Chapter 3

Evolving Cellular Automata with

Genetic Algorithms
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The main motivation behind the evolving cellular automata (EvCA) framework
is to understand how genetic algorithms evolve cellular automata that perform com-
putational tasks requiring global information processing. Since the individual cells in
a CA can communicate only locally, without the existence of a central control, the
GA has to evolve CAs that exhibit higher-level, emergent behavior in order to per-
form this global information processing. Thus, this framework provides an approach
to studying how evolution can create dynamical systems in which the interactions
of simple components with local information storage and communication give rise to
coordinated global information processing. The current chapter first reviews previ-
ous work on evolving CAs to perform certain tasks, and then presents new results on

evolving CAs on additional tasks.

3.1 Cellular automata implementation

The experiments described in the next several sections all involve one-dimensional
two-state (k = 2) CAs with radius r = 3 and periodic boundary conditions. Unless
mentioned otherwise, a lattice of size N = 149 or N = 150, depending on the task,
is used, so that N > r. The CA alphabet is ¥ = {0, 1}, where Os are represented by
white cells and 1s by black cells in space-time diagrams.

A (k,7) = (2,3) CA has k**! = 27 = 128 entries in the lookup table repre-
senting the local update rule ¢. This lookup table is represented as a bit string of
length 128, assuming a lexicographical ordering of the local neighborhood configura-
tions 7. In other words, the first bit in the string is the output bit s,,; for the local
neighborhood n = 0000000, the second bit for n = 0000001, etc., until the last bit for
n=1111111.

Since there are 128 entries in the lookup table, each of which can be either 0
or 1, there are 2'?® ~ 10%® (k,r) = (2,3) CAs. Of course, this space of possible CA

rules is far too large to search exhaustively.
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3.2 Computational tasks for cellular automata

As mentioned in the introduction, several kinds of computation in CAs can be distin-
guished. For the computational tasks considered here, a CA performing a computa-
tion will mean that the input to the computation is encoded as the IC sy, the output
is decoded from the lattice configurations sy;.;, ¢ > 0, after some number of time
steps M > 0, and the intermediate configurations s;, 0 < ¢ < M, that transform the
input to the output are taken as the steps in the intervening computation. Figure 3.1

illustrates this notion of computation in CAs.

Input as IC SO \

0
Time CompL.Jtation {St }
M
Output
{Spr** Syt
M+m
Site

Figure 3.1: Schematic representation of computation in CAs as used here.

A computational task T for a CA is now defined as a mapping from initial
configurations sy to sets of answer states A;,1 < i < n, for some finite n. An
answer state ,A; consists of a finite set of m configurations s;,1 < j < m, which is
time invariant (m = 1) or through which the CA must cycle repeatedly (m > 2).

Formally,

T:XV = {A;:1<i<n}
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such that

(

Al if So € Cl
./4-2 if So € CQ

L An ifSOGCn

where the C;, 1 < i < n, form a partition of {0,1}", ie., C; = C; < i = j,
C;NCj=0,i# j,and U, C; = {0,1}". If the IC sy € C;, then the CA has to settle
down into answer state A;. The maximum number of time steps M by which the CA
has to reach this answer state is a function of the lattice size V.

Given a task T and a CA &, the performance Py of ® on T on lattice size N
is defined as the fraction of initial configurations s, on which ® settles down to the
correct answer state A; within M time steps (i.e., if sp € C;, then sy4; € A;,j >
0). Since there are |X|V possible ICs on a lattice of size N, it becomes practically
impossible to calculate a CA’s performance on all ICs for large values of N. Therefore,
a CA’s performance Py is generally approximated by calculating it over a smaller,
but representative random sample of ICs.

Note that the CA is given a maximum number M of time steps to settle down
into an answer state. If the CA has not reached an answer state within M time steps
on a particular IC, it is counted as an incorrect answer, even though the CA might
still settle down to the correct answer state after an additional number of time steps.
In other words, not only does the CA have to give the correct answer, it also has to
do so in a limited number of time steps. This is equivalent to putting a finite upper
limit on the number of steps that, say, a Turing machine is allowed to do to return
an answer given some input. As a consequence, no equivalent of a halting state is
necessary. The system is run for a fixed number of steps after which the answer is
checked.

The two computational tasks that have been studied the most extensively in

previous EvCA work are density classification and global synchronization. Both these
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tasks require global information processing and, as explained shortly, are non-trivial
for a CA. In addition, two new tasks, variants of the original global synchronization

task, are studied in this dissertation. These four tasks are explained next.

3.2.1 Density classification

For the density classification task T gepns, the goal is to find a CA that decides whether
or not the initial configuration sy contains a majority of 1s (i.e., has high density).
Let pp = p(sp) denote the density of 1s in the IC. If py > 0.5, then within M time
steps the CA should reach the fixed-point configuration of all 1s (i.e., all cells in state
1 for all subsequent iterations); otherwise, within M time steps it should reach the
fixed-point configuration of all Os.

More formally, the density classification task can be described as follows. There
are n = 2 classes of ICs: C; = {s¢ : p(sp) < 0.5} and Cy = {s¢ : p(sp) > 0.5}. Within
each of the two corresponding answer states, there is m = 1 configuration: A; = {0V}

and A, = {1V}. So, the density classification task is a mapping
Taens : {0, 13" = {{0"}, {17}}, NV odd

which is defined as:

{OMYif p(so) < 0.5

Tdens(s()) — .
{1V} if p(s¢) > 0.5

Note that N odd is used so that the IC classes C; and Cy unambiguously partition XV
(i.e., pp = 0.5 cannot occur). In the experiments reviewed below, N = 149 is used.
This task is clearly non-trivial for any CA with » < NV since the density of the
IC is a global property of the lattice, while each cell in the lattice can communicate
only with its 2r direct neighbors. The minimum amount of memory required for
this task is O(log(NV)), since the equivalent of a counter register is needed to keep
track of the excess of 1s in a serial scan of the IC. However, checking a CA’s answer

state at time step M requires only O(1) memory. In other words, the CA is asked
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to implement a mapping from a non-regular language (in particular, a context-free
language) to a regular language.

It has been shown that no two-state finite radius CA can perform this task
perfectly on all (odd) lattice sizes [LB95, Das98]. However, it is not known what the

maximum performance of a CA on this task can be.

3.2.2 Global synchronization—1

For the original global synchronization task, called global synchronization—1 here,
or Tsyne1, the goal is to find a CA that, from any IC, settles down within M time
steps to a temporally periodic oscillation between an all-Os configuration and an all-1s
configuration. So, for this task there is only one class of ICs, namely all possible ICs:
Ci = {&¥}. The answer state corresponding to C; consists of two configurations:
A; = {0¥, 17}, with the additional constraint that ®(0V) = 1V and ®(1V) = 0V.

Thus, the global synchronization—1 task is the following mapping:
Tsyncl : {Oa 1}N - {{ON? 1N}}

In other words, after at most M time steps, the CA has to cycle repeatedly through
the configurations 0V and 1V, giving rise to alternating white and black horizontal
stripes in the space-time diagrams. As with the density classification task, a lattice
of size N = 149 is used for this task.

This task is non-trivial for any CA with < N since the required synchronous
oscillation is a global property of the lattice, i.e., all cells in the lattice have to be in

the same state at the same time step, and change states simultaneously.

3.2.3 Global synchronization—2

The global synchronization-2 task Typne2 is a variation on Ty, Instead of tempo-

rally periodic horizontal stripes, the requirement is spatially periodic vertical stripes.
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More formally, the answer state for this task is A; = {(01)V/2 4+ (10)V/2}; the white

vertical stripe may be either on the even cells or on the odd cells in the lattice. So,
Tyynez - {0, 13 = {{(01)"2 + (10)V/2}}

where s;11 = s, t > M. Note that for this task an even lattice size N is needed,
otherwise the required pattern will not fit on the lattice. Here, N = 150 is used.

As with the original global synchronization task, this variant is non-trivial for a
CA since the required synchronized pattern is a global property of the lattice. Either

all even cells have to be white and all odd cells have to be black, or vice versa.

3.2.4 Global synchronization—3

The global synchronization-3 task T,,.3 is a combination of both Ty, and Tgypeo.
The required pattern is a so called “checkerboard”, or alternating white and black
cells both in space and in time. The one answer state consists of 2 configurations:
Ai = {s1, 82} = {{(01)2+(10)¥/2}, {(10)¥/2+(01)"/2}}, where it is assumed that if
s; = (01)/2, then s, = (10)"/2 and vice versa. In other words, ®((01)"/2) = (10)"/?
and ®((10)/2) = (01)™/2. So,

Toynes {0, 1} = {{(0)? + (10)"/2}, {(10)2 + (01)¥/?}}

As for Tyypeo, the Tyynes task requires an even lattice size. Again, N = 150 is used.
Since this task is a combination of the previous two global synchronization tasks, it

is obviously also non-trivial for a finite-radius CA.

3.3 Genetic algorithms

Genetic algorithms (GAs) [Hol75, Gol89, Mit96] are a class of stochastic search meth-
ods inspired by biological evolution. Instead of stating how to solve a given problem, a

GA is implicitly (through a feedback mechanism) told what to solve. GAs are widely

29



used to solve difficult problems and to study evolutionary phenomena. In the evolving
cellular automata framework, they are used to evolve CAs to perform computational
tasks. In this section, first a brief overview of a general genetic algorithm is given,
and then the particular GA implementation and parameter values used in the EvCA

framework are presented.

3.3.1 The general algorithm

A GA tries to find a satisfactory answer to some given problem by a process of sim-
ulated evolution. To do this, the GA maintains a population of candidate solutions.
Usually, these candidate solutions are represented as bit strings (genotypes) that en-
code solutions (phenotypes) to the given problem. Each individual (bit string) in the
population is assigned a fitness value, which reflects how well the encoded solution
solves the given problem. In other words, the better a solution it represents, the
higher an individual’s fitness value will be. These fitness values are assigned by a
fitness function, which takes as input a bit string, decodes it to the corresponding so-
lution, tests this solution on the given problem, and returns a fitness value according
to how well the solution actually solves the problem.

Next, individuals from the population are selected at random, with a proba-
bility proportional to their fitness values, and placed in a mating pool. The higher
an individual’s fitness is relative to the rest of the population, the higher its chance
of being selected (perhaps even more than once, since this selection is generally done
with replacement). And, of course, the lower an individual’s fitness, the lower its
chance of being selected (such an individual might not even get selected at all).

Once the mating pool is filled with (sometimes multiple) copies of individuals
from the old population, a new population is created with offspring of individuals
from this mating pool. To do this, generally two parents are chosen from the mating
pool, at random or according to some other scheme. Then, with a certain probability

Pe, crossover is applied, in which the “genetic” information of the two parents is
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mixed, resulting in two children. Finally, with a usually small probability p,,, some of
the bits in the newly created children are mutated, i.e., a 0 is turned into a 1 or vice
versa. Then this offspring is placed in the new population. This process is repeated
until the new population is filled, after which the fitness of the individuals in this new
population are re-evaluated.

This sequence of fitness assignments, selection, crossover, and mutation is re-
peated over many generations, usually starting with a random initial population. The
idea is that better and better (i.e., more fit) individuals are evolved over time by com-
bining partial solutions (for example via crossover) and making small improvements
(via mutations). Changes in genetic information caused by crossover and mutation
that actually decrease an individual’s fitness value will be discarded and changes that
cause an increase in fitness will be preserved by the selection process.

GAs are widely used to solve (numerical) optimization problems that have
many variables that need to be optimized. They have been applied successfully to
find (near) optimal solutions, and are known to frequently outperform standard solu-
tion techniques for certain problems. Furthermore, GAs have been successfully used
to model and explain certain phenomena that occur in natural evolution. For an
extensive overview of all these applications of GAs, see the various GA conference

proceedings [Gre85, Gre87, Sch89, BB91, For93, Esh95, Bic97].

3.3.2 Implementation and parameter values

Of course, a GA can be implemented with many variations: different types of repre-
sentations (bit strings, permutations, real numbers, etc.), different selection operators
(fitness-proportionate selection, elitist selection, rank selection, etc.), different kinds
of crossover (one-point, multi-point, uniform, etc.), and different kinds of mutations
(depending on the representation used). For example, see [Dav91] for an overview of
some of these different implementations and how they might improve the GA search

performance. Additionally, given one particular implementation, different values for
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the respective parameters in the algorithm can be used (population size, selection
strength, crossover probability p., mutation rate p,,, and so on). This section gives
an overview of the GA implementation and parameter values used in the evolving

cellular automata framework.

The population

The GA population consists of bit strings representing (k,r) = (2,3) CA lookup ta-
bles. Since these lookup tables have 128 entries (see section 3.1), the individuals in the
GA population are strings of 128 bits. A lexicographical ordering of the lookup table
entries is assumed. A population size P of 100 is used. In the following, the words
“individual”, “bit string”, “CA rule”, and “lookup table” are used interchangeably,
but they all refer to members of the GA population representing CA rules.

The initial population of bit strings in the GA is created at random. In the
EvCA experiments, this is done in one of two ways. The first method is to randomly
assign a 0 or a 1 (with equal probability) to each position in each of the bit strings.
This creates a population of CA rules with a binomial distribution of A values around
0.5 (recall that the A value of a two-state CA is simply the fraction of 1s in the output
states of the lookup table). In other words, the fraction of 1s in the lookup tables of
these randomly created CA rules is clustered around A = 0.5.

The second method is to create a population of CA rules with a uniform distri-
bution of A over the interval [0, 1]. In this case, there are some CA rules in the initial
population with very few 1s, some with an intermediate number of 1s, and some with
very many 1s. To achieve this, the interval [0,1] is divided up into 20 density bins
of equal length. For each bin, 5 CA rules are created at random with a A value that

falls within that particular density bin.
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The fitness function

The fitness function, of course, depends on the particular task for which the CAs are
being evolved. Given a task T, with IC classes C; and corresponding answer states A;,
the fitness function works as follows. First, the input to the fitness function, which is
a bit string of length 128, is converted into a CA lookup table using the convention
that the lookup table entries are lexicographically ordered. This CA is then run on
a test set of 100 randomly created ICs. The CA’s fitness then is the fraction of these
100 ICs on which it settles down, within M time steps, to the correct answer state.
The maximum number of iterations M for the CA is set to M = 2N, i.e., twice the
lattice size.

As an example, take the density classification task Tg.,,. Given a CA ®, this
CA is run on 100 random ICs. For each IC for which py < 0.5 and the CA correctly
settles down to the configuration 0V within M time steps, the CA receives a score of
1. Similarly for py > 0.5 and 1V. If for some IC the CA settles down to the wrong
answer state, or fails to settle down to any answer state at all, it gets a score of 0 for
that particular IC. The fitness of the CA is then calculated as the total score (over
all ICs) divided by the total number of ICs (100 in this case).

The test set of 100 ICs is created in one of two ways: an “unbiased” or a
“biased” method. In the unbiased method, Os and 1ls are randomly assigned with
equal probability. This generates a binomial distribution of initial densities py around
0.5. In other words, the number of 1s in the ICs is clustered around 0.5. In the biased
method, Os and 1s are assigned according to a uniform distribution over py. In other
words, there are some ICs with very few 1s, some with an intermediate number
of 1s, and some with very many 1s. Note that these two ways of generating ICs
are equivalent to the two ways of generating random CA rules for the initial GA
population.

Finally, it should be mentioned that during a GA run, a new set of 100 random

ICs is generated at the beginning of each generation, and the fitness values of all 100
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CA rules in the population in that generation are calculated using this new set of 1Cs.
In other words, in one particular generation all CAs in the population are tested on

the same set of ICs, but this set is different in each generation.

The selection operator

The selection operator used here is called elitist selection. Under elitist selection, in
each generation the population is sorted according to fitness in decreasing order. Then
the top £ members of the population are selected and copied without modification
to the new population. In other words, in each generation the E best individuals in
the population survive, and the other P — E individuals “die”.

The remaining P—FE “slots” in the new population are filled with offspring from
the E elite CA rules. Each time, two parents out of the E elite are selected at random.
Crossover is then applied to create two children, which are subjected to mutation.
The offspring are then placed in the new population. This process is repeated until
the new population is filled (i.e., until it contains a total of P individuals).

In the experiments reported here, an elite size of £ = 20 is used.

The crossover operator

Since crossover is always applied between two randomly selected parents from the
elite, the crossover probability is p. = 1. The crossover operator that is used here is
one-point crossover. In this operator, a random crossover point is chosen somewhere
between the first and the last bit of two parents a and b. The parts of the bit strings
after this crossover point are then swapped between the two parents, creating two
children ¢’ and b" that contain “genetic material” from both parents. Figure 3.2

shows one-point crossover schematically.
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Figure 3.2: The one-point crossover operator. The parts of the bit strings after a

randomly chosen crossover point are swapped between the parents a and b, creating
two children a’ and b'.

Children

The mutation operator

A mutation rate of p,, = 0.016 per bit is used. This means that every bit in a newly
created individual has a probability of 0.016 of being flipped, i.e., a 0 is turned into a
1 or vice versa. With this mutation rate, on average 0.016 x 128 = 2 bits per newly

created individual are flipped.

The number of generations

Each run of the GA is done for G = 100 generations. Occasionally, a particular GA
run is continued for another 100 generations. This is done, for example, to see if an
interesting looking but not yet optimal solution that is present in generation 100 can

still be improved on.

Summary of GA parameters

Table 3.1 summarizes the GA operators and parameter settings used in the evolving

cellular automata framework.
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Population bit string of length 128

population size P = 100

Fitness function | fraction of correct answers on random test
IC sets of size 100

maximum number of CA iterations M = 2N

Selection elitist selection, £ = 20

Crossover one-point, p, = 1.0

Mutation Pm = 0.016 (i.e., 2 bits flipped on average)
Generations G =100

Table 3.1: The GA operators and parameters setting used in the EvCA framework.

3.4 The evolution of emergent computation in cel-
lular automata

The first work on evolving cellular automata with genetic algorithms was done by
Packard [Pac88]. Evolving one dimensional (k,r) = (2,3) CAs to perform the den-
sity classification task, he studied the frequency of CA rules in the population as a
function of Langton’s A parameter. The results showed two distinctive peaks in the
frequency distribution around critical A values in the final generations of the GA. Re-
call that Langton had associated these critical A values with a phase transition in CA
behavior between periodic and chaotic, claiming that complex behavior (Wolfram’s
class 4) occurs at those A values. Packard interpreted his own results as supporting
the following two hypotheses: (1) CAs that are capable of performing complex com-
putations are most likely to be found near critical A values, and (2) when CAs are
evolved to perform a complex computation, evolution will tend to select CA rules
with A values close to the critical value.

In an independent series of experiments, Mitchell and colleagues tried to repli-
cate Packard’s results [MHC93]. However, they were unable to reproduce the results
and, on the contrary, found that the CA rules evolved towards A values away from the

critical values. Using theoretical arguments and these empirical results, they showed
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that useful computation in CAs does not necessarily occur near critical A values, and
that the results depend on the particular computational task that the CAs are evolved
for.

Mitchell and colleagues continued with a more thorough investigation of the
evolution of CAs for the density classification task, and also studied the dynamics that
gave rise to the computational capabilities of the evolved CAs [MHC93, MCH94a,
MCH94b]. However, in this first series of experiments no sophisticated emergent
computational strategies in the CAs were evolved by the GA, and [MCH94b] discusses
a number of impediments that prevented the GA from finding such strategies.

In a subsequent series of experiments, however, CAs with sophisticated emer-
gent computational strategies were actually found in a small percentage of the GA
runs, both on the density classification task [DMC94, CM95] and on the global
synchronization—1 task [DCMH95]. Both the evolutionary history and the emergent
strategies of these evolved CAs were analyzed in more detail in [Das98, CMD98]. The
main results of these experiments are reviewed briefly here.

Figure 3.3 shows the result of a particular run of the GA on the density clas-
sification task Tgens. This result was first presented in [DMC94]. The first graph
in figure 3.3 shows the best fitness in the population over time during the GA run.
The fitness of a CA in this run was calculated over 100 random ICs, generated with
a uniform distribution over py (see section 3.3.2). Note that the fitness starts out
in generation 0 at f = 0.5. The reason for this is that the initial population in
the GA was created with a uniform distribution over the A values of the CAs. This
means that there will be some CAs in the initial population that have (almost) all Os
in their lookup table. Such a CA will quickly settle down to an all-Os configuration,
since (almost) all neighborhood configurations are mapped to a 0. Furthermore, since
the ICs are created at random, half of them will have low density (i.e., py < 0.5).
Thus, a CA with (almost) all Os in its lookup table will correctly classify the 50%

of ICs with low density and incorrectly classify the other 50% of high density, and
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consequently have a fitness of 0.5. Similarly, there will be some CA rules in the initial
population with (almost) all 1s in the lookup table, which quickly settle down to an
all-1s configuration and consequently also have a fitness of 0.5.

After about 10 generations, however, the best fitness value in the population
suddenly jumps up from the 0.5 fitness level, and from there on increases quickly.
The arrows (labeled ¢gens1 t0 Pgenss) indicate generations in which a significant
improvement in fitness occurred. The space-time diagrams in figure 3.3 show the
typical behaviors of the best CAs in the population in those generations. These are

the CAs that gave rise to these increases in fitness.
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Figure 3.3: The result of a particular GA run on the density classification task. The
best fitness versus generation is plotted. Space-time diagrams of CAs that gave rise to
significant improvements in fitness during the evolution are shown. After [DMC94].

148

It is clear that the evolved CAs, after an initial transient behavior, quickly
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settle down into local homogeneous regions of either all-Os (white), all-1s (black), or
alternating Os and 1s (“checkerboard”), with propagating boundaries between these
regions. Roughly, the “strategy” used by ¢gengs, the best CA in the final generation,
can be described as size competitions between these local regions, occurring at dif-
ferent time and length scales, where the largest regions eventually win over smaller
regions. This strategy, along with those of the other CAs shown, is analyzed in more
detail in the next section using the computational mechanics framework.

Figure 3.4 shows the results of a particular run on the original global synchro-
nization task Tgy,.1. This result was first presented in [DCMH95]. The first graph
in figure 3.4 shows the best fitness over time. Again, the fitness was measured over
100 random ICs with a uniform distribution over py. The arrows mark generations
in which a significant increase in fitness occurred. The space-time diagrams of the
corresponding CAs show their typical behaviors.

Again, the CAs quickly settle down, after an initial transient period, into lo-
cal homogeneous regions of synchronized patterns or regions with “zig-zag” patterns,
with propagating boundaries between them. As with the density classification task,
the strategy of, say, dsyncs, the best CA in the final generation, can be explained as
size competitions between these local regions, eventually resolving any phase differ-
ences that exist between the different locally synchronized regions. These CAs too,
are analyzed in more detail in the next section using the computational mechanics

framework.

3.5 The analysis of evolved cellular automata

Since the notions of “homogeneous regions” and “propagating boundaries” between
these regions are formalized as regular domains and particles in computational me-
chanics for CAs, this framework forms an appropriate tool for analyzing the emergent

behavior and the evolutionary history of the CAs that were evolved by the GA. As
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Figure 3.4: The result of a particular GA run on the original global synchronization
task. The best fitness versus generation is plotted. Space-time diagrams of CAs that
gave rise to significant improvements in fitness during the evolution are shown. After

[DCMHO95].

shown in chapter 2, filters can be built that suppress the domains, revealing the par-
ticles and their interactions more clearly. Furthermore, a particle catalog can then be
constructed, containing the relevant information about the domains, particles, and
particle interactions. The computational strategies of the evolved CAs, i.e., the strate-
gies they use for performing the given computational task, can then be described in
terms of these particle catalogs.

As an example, consider ¢gyncs, the best CA in the final generation of the
GA run shown in figure 3.4 above. Two distinct patterns can be observed in this

CA’s behavior: (1) the synchronization pattern and (2) the “zig-zag” pattern. The
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first pattern can be represented by the set of regular expressions A* = {0*,1*} and
the second pattern by A* = {(0001)*, (1110)*}. The corresponding (minimal) DFAs
are shown in figure 3.5. These DFAs are clearly strongly connected. Furthermore,
it can be shown, using these DFAs, the update transducer T‘I’sync5’ and the FME
algorithm, that these patterns are mapped onto themselves by the dynamics of ¢gyncs-

Consequently, both A* and A* are regular domains of @gypc5.
Of (: :) (: :) (: :)
C@ CCg CCg

Figure 3.5: The DFAs representing the regular domains of ¢gyncs. (a) A = {0%,1%}
and (b) A* = {(0001)*, (1110)*}.

Note that the regular domain A* = {(0001)*, (1110)*} of ¢gync5, expressed as
a regular expression, is equal to the regular domain A% of ECA 54. However, the
actual pattern in their respective space-time diagrams is different. This illustrates
the ambiguity in the regular expression representation of a domain, as mentioned in
section 2.4.1. The temporal phases of the two domains A? and A% are indeed the
same, but the difference in the actual appearance of these domains in a space-time
diagram is due to the difference in the way in which these temporal phases are mapped
into each other by the respective CA dynamics.

In section 2.4.1, this dynamical relation between the two temporal phases of
A% was shown by adding “temporal transitions” to the DFAs representing the two
phases of this domain (see figure 2.7). Doing this for the DFAs representing the two

temporal phases of A? results in the automaton shown in figure 3.6. This “space-



time” automaton is indeed different from that in figure 2.7 (it looks the same at first
glance, but note the that inner DFA is oriented differently and that the temporal

transitions are directed in the opposite way, compared to figure 2.7).

()< 0 @

Figure 3.6: The minimal DFAs of figure 3.5, representing A®, with the temporal
transitions added in gray.

Using the (original) DFAs of figure 3.5, the domain transducer for ¢gyyc5 can be
constructed. This transducer is then used to filter out the domains in the space-time
behavior of ¢gyncs. Figure 3.7 shows an example. In figure (a) a space-time diagram of
dsyncs is shown and in figure (b) the filtered version is shown. The different particles
are labeled with Greek letters.

Characterizing the particles and their interactions this way, the relevant in-
formation about ¢gyncs’s emergent behavior can be collected in a particle catalog.
Table 3.2 shows the complete catalog for ¢gynes. The notations Aj and Af are used
to distinguish the two different phases of the domain A®; similarly for the A* domain.
Note that there is one particle interaction that can have two different results. The
probabilities of the different outcomes are simply determined by counting, over a large
set, of random ICs, the fraction of occurrences of these interaction results.

The same computational mechanics analysis can be done for the CAs ¢qeps1 t0
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Figure 3.7: (a) Space-time diagram of ¢gync5, starting from a random IC. (b) Same
space-time diagram as in (a) with the domains filtered out. After [DCMHO95].

Pdenss of figure 3.3, and @gync1 10 Psynca of figure 3.4. The resulting particle catalogs
for these CAs are given in appendix A.

The emergent computational strategies of these evolved CAs can now be inter-
preted in terms of the domains and particles and their interactions, as summarized in
the particle catalogs. ¢gens2 in figure 3.3, for example, is a so-called block expander.
This CA settles down to a black domain (1*) very quickly on most ICs, except when
there is a large enough block of consecutive Os in the IC, in which case it starts ex-
panding this block, until eventually the entire lattice becomes a white domain (0*).
The two particles on either side of the expanding white domain eventually meet up
again because of the periodic boundary conditions. When they do collide, they an-
nihilate each other, making the black domain disappear and the white domain take
over. The “logic” behind this strategy is that statistically only on low density ICs
is there a large enough chance to have a block of consecutive Os in the IC (generally
this block needs to be 7 or more cells wide). Thus, the presence of such a block is
often a good indication that the overall density is low (i.e., py < 0.5).

The strategy of @gens2 15 emergent in the sense that it makes use of higher

level structures (domains and particles) that are embedded in its dynamical behav-
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Table 3.2: The particle catalog of ¢gyncs-

ior. However, the “decision” whether the overall density of the IC is low or high is
still made on a rather local basis, namely the presence or absence of a block of Os.
Therefore, ¢gang2’s fitness is only slightly higher than 0.5. ¢geng5, on the other hand,
uses a much more sophisticated strategy where information is transferred across the
lattice, and decisions are made simultaneously on different time and length scales.

The main idea behind @4eng5’s strategy is shown in figure 3.8. In the space-
time diagrams in this figure, initially there are two domains: a white domain (0*)
and a black domain (1*). Where the white domain (on the left) meets the black
domain (on the right), a checkerboard domain ((01)*) is created with two particles
traveling at equal but opposite velocities (-1 and +1, respectively), thus expanding
this checkerboard domain. Where the black domain (on the left) meets the white
domain (on the right), a zero-velocity particle is created that maintains the boundary
between the two domains in the same place.

Now, when the white domain (initially) is smaller in length than the black
domain, as is the case if figure 3.8(a), the particle with velocity -1 (the white-

checkerboard boundary) will reach the zero-velocity particle before the other particle

74



Time Time

98 98

0 Site 98

(b)

Figure 3.8: The general strategy of ¢genss- (2) White domain smaller than black
domain. (b) White domain larger than black domain.

(the checkerboard-black boundary) can, again because of periodic boundary condi-
tions. The collision between the two particles results in the disappearance of the white
domain and the appearance of another particle (the black-checkerboard boundary)
that travels with a velocity of +3. Because of its higher velocity, this particle eventu-
ally “catches up” with the original particle with velocity 41 (the checkerboard-black
boundary). Upon collision, these two particles annihilate, making the checkerboard
domain disappear altogether. As a result, the black domain ends up occupying the
entire lattice. Since the black domain was larger than the white domain to start
with, the overall density of the IC was py > 0.5, and the CA has made the correct
classification.

A similar, but opposite, particle interaction happens when the white domain is
larger than the black domain, as is shown in figure 3.8(b). In this case, the black do-
main disappears first, and after the checkerboard domain has eventually disappeared,
the white domain occupies the entire lattice. Since in this case the overall density of
the IC was py < 0.5, the CA again made the correct classification.

Going back to a random initial configuration again, as shown in figure 3.3,

®denss quickly settles down into local regions of white, black, and checkerboard do-
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mains after an initial transient period. From then on, the strategy just explained is
used at different length and time scales to decide about local densities, until a final
decision is made about the overall density of the IC. This way, the CA incorporates
local information from different places into a final global decision. Consequently, this
results in a much higher fitness than, for example, the more local block-expanding
strategy of ¢genga-

As can be seen in figure 3.3, the checkerboard domain is already present in
®dens2- However, in this CA the checkerboard domain is not used in the strategy for
classifying density (see e.g. [DMC94]). A few generations later, a CA (¢pgeng3) with
a very similar strategy to that of ¢gens5 appears, which indeed uses the checkerboard
domain which it “inherited” indirectly from ¢geps2- However, in this CA the black-
white boundary is moving slowly to the right, resulting in a slight bias against white
domains, since it decreases the size of white domains during the decision process.
In the next CA (@genss) this bias is fixed with a change in the particle’s velocity
from some small positive number to zero. Finally, ¢pgenss is @ “cleaned up” version
of the basic strategy in the sense that some of the particles are simpler and that the
transient time is shorter and the space-time behavior during this transient time is

less °

‘messy” .

A similar structural analysis applies to the CAs shown in figure 3.4 for the
global synchronization—1 task. These evolved CAs quickly settle down into locally
synchronized regions with particles in between them. However, often these local
regions are out of phase with each other. For example, at one particular time step one
region is in the 0* configuration, while the neighboring region is in the 1* configuration.
The particles in between these regions interact with each other, trying to resolve these
phase differences. Over time, the computational strategies improve their ability to
resolve these phase differences, resulting in increasing fitness values. Eventually, the

GA finds CAs that make use of an additional domain (the zig-zag pattern) that serves

similar purposes as the checkerboard domain in the density classification CAs.
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So, as this brief review shows, by using the computational mechanics analysis
the relevant information about the domains and particles and their interactions in
evolved CAs can be extracted and collected in particle catalogs. As was mentioned
in the previous chapter, in the CM framework itself no semantics is assigned to these
discovered structures. However, in the case of the CAs that were evolved to perform
a certain computational task, the particles can be interpreted as information carriers
and particle interactions as the exchange and processing of information. In this sense,
a CA’s particle catalog can be viewed as a summary of the CA’s particle logic, which
underlies its computational strategy for performing a given task. Furthermore, the
evolutionary history of these computational strategies can be described using this
particle logic. For example, some of the differences in fitness between evolved CAs

can be explained in terms of differences in particle velocities.

3.6 Results on the new tasks

As the previous section shows, the computational mechanics framework forms a use-
ful tool for analyzing the computational strategies of the evolved CAs. However,
one could ask how general the occurrence of domains and particles, and thus the
applicability of the computational mechanics analysis, is in CAs that are evolved for
performing computational tasks.

Using the same GA parameter settings as in the experiments reviewed above,
several runs of the GA on the new tasks Ty, and Ty, were done. As with the
density classification and original global synchronization tasks, on a small percentage
of runs the GA did indeed find CAs with sophisticated, particle based, emergent
strategies for performing the given tasks. Figure 3.9 shows space-time diagrams of
typical CAs that occurred during such runs.

Psync-2a occurred at an intermediate stage during the evolution on the Ty,

task. Its fitness as measured during the GA run is 0.76. As figure 3.9 shows, dsync-2a’s
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Figure 3.9: Typical results of evolving CAs for the Tyync2 and Tyynes tasks. dsyne-2a
and @gync-3a are CAs that occurred early on in a GA run on the respective tasks.
Psync-2b and Pgync-3p, are the best CAs found for these tasks.

dynamics quickly settle down, after some transient period, into local regions of vertical
stripes (locally synchronized), with particles in between these regions. However, as in
the CAs evolved for Tyy,.1, these local regions can be out of phase with each other.
For example, in one region the white vertical stripes are on the even cells, while in the
neighboring region they are on the odd cells in the lattice. The particles in between
the regions interact with each other, trying to resolve these phase differences.
Psync-3a 15 a similar CA that occurred at an intermediate stage during a GA
run on Tyype3. Its fitness is 0.74. @gync-3a’s dynamics similarly settles down into
regions that are locally synchronized (with the required checkerboard pattern), with

particles in between these regions that try to resolve existing phase differences.
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Both ¢sync-2a and @gync-3a are typical examples of CAs that appear once the
GA has found non-zero-fitness CAs. In about half of the GA runs on the two new
tasks, the GA never finds any CAs that have a fitness that is larger than zero (i.e.,
no solutions are found at all). However, in those runs where the maximum fitness
in the population does get above this zero-fitness level, CAs similar in behavior to
Psync-2a and Pgyne-3a appear quickly. In most of these runs, though, the GA is not
able to find anything more sophisticated than these solutions, which are equivalent
in behavior and fitness to, for example, ¢gync3 in figure 3.4.

On a small percentage of runs, however, the GA did find high-fitness solutions.
Psync-2b and ggyrc 31, are the best solutions found (over all GA runs) for the Ty and
Tsynes tasks, respectively. The fitness of both these CAs is 1.00. As with the original
global synchronization task, the GA was able to find CAs that use an additional
domain, with corresponding particles, to resolve phase differences between locally
synchronized regions, as can be seen in the space-time diagrams in figure 3.9.

In fact, the particle logic of ¢gyycop is exactly the same as that of ggyncs,
except for a slight difference in the probabilities of interaction results for the one
interaction with multiple results. For a comparison, see @gyncs’s particle catalog in
table 3.2 and ¢gyy, .91, particle catalog in appendix A. Figure 3.10 shows space-time
diagrams of both CAs, illustrating the similarity in their computational strategies.

Given this similarity, one could ask whether this particle logic is “perfect”
for performing a task similar to global synchronization. Unfortunately, the answer
is negative, at least for arbitrary lattice sizes. Note that because of the periodic
boundary conditions, on certain lattice sizes it is possible to have an infinite sequence
of B+ — 0+ pand p+ 0 — B+ 7 interactions, without ever settling down to
the globally synchronized state. Figure 3.11 shows an example of such a sequence of
interactions in a space-time diagram of ¢y .91,

So, the particle logic of ggyncs and @gync-op is not completely perfect. However,

as the fitness of 1.00 for both CAs shows, the globally synchronized state is reached

79



Time

149
Site 148 0 Site 149

Figure 3.10: Space-time diagrams of ¢syncs and @gync-on, illustrating the similarity in
their computational strategies.

every time on a random sample of ICs. Furthermore, it is not the only particle logic
that can perform the global synchronization task (or some variant of it). For example,
Psync-3h s Particle logic is rather different, as the space-time diagram in figure 3.9 and
the particle catalog in appendix A show. ¢goc-3p’s fitness is also 1.00, however.
Concluding, on these new tasks too, the highly fit CAs that are found by the
G A make use of domains and particles to perform the given task. Sometimes the same
particle logic can be used to perform the related tasks, as the similarity between the
particle logics of dgyncs and ¢gyyp .91, shows. But, high performance is not restricted
to this one particular strategy, as the particle logic of ¢gyp g, shows. However, all
these CAs do make use of domains and particles, and the computational mechanics
framework can be applied directly to analyze their emergent behavior. The particle

catalogs of the four CAs shown in figure 3.9 are presented in appendix A.
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Figure 3.11: An example of a space-time diagram for ¢gy;c o, where the CA never
settles down to global synchronization.

3.7 Related work

Besides the work described in this chapter, related work on evolving cellular automata
has been done by other researchers. In a variation on the work described above, Sipper
and colleagues used a GA to evolve non-uniform CAs, i.e., CAs where each cell has
its own lookup table. They used a co-evolutionary scheme, where the individuals in
the population are the different lookup tables of the cells in the lattice [Sip97]. In
addition to the density classification and global synchronization tasks, Sipper and
colleagues used GAs to evolve CA for other tasks such as ordering, rectangle filling,

and random number generation. Some of these tasks were done on 2-dimensional
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lattices.

Andre and colleagues used genetic programming (GP) to evolve cellular au-
tomata for the density classification task [ABIK96]. Using a population of size 51,200
divided into 64 sub-populations of size 800, their GP algorithm was able to find a
CA that was slightly better than the best known CA for density classification at that
time.

Paredis used a version of the genetic algorithm where the CAs and the ICs
are co-evolved and reports on some impediments that this creates for finding good
solutions [Par97]. In particular, large fluctuations appear when the best CA fitness in
the population is plotted over time. These fluctuations are the result of an “arms race”
typically observed in predator-prey systems, preventing the GA from ever finding good
overall solutions.

However, Juillé and Pollack came up with a way to avoid these impediments in
a co-evolutionary GA and report on their success in co-evolving CAs and ICs for the
density classification task [JP98a, JP98b]. Together with the co-evolutionary scheme,
they used a technique called resource sharing, where a CA gets extra credit when
it correctly classifies an IC that is misclassified by most other CAs in the popula-
tion. Not only did they find a CA that has even higher performance than the one
found by Andre and colleagues (using GP), but their co-evolutionary GA also found
good solutions more often than a regular GA. Juillé and Pollack claimed that these
improvements were mainly due to the co-evolution rather than the resource sharing.
However, subsequent experiments by others provide evidence that the improvements
observed when both techniques are used together depend largely on resource sharing
alone [WMC99.

As mentioned earlier, it has been shown that no two-state finite radius CA can
perform the density classification task perfectly [LB95, Das98]. However, Fuks has
shown that using a combination of two elementary CAs (rule 184 and 232), this task

can be performed perfectly [Fuk97]. The main idea here is to first iterate ECA 184
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for t; time steps and subsequently iterate ECA 232 for another t, time steps. This
way, this pair of CAs will correctly classify every possible 1C.

Most of the related work described in this section has mainly focused on de-
signing alternative evolutionary search algorithms and on finding better solutions for
performing the density classification task. However, these studies have not, at least
not directly, addressed the question about the relation between dynamics and emer-
gent computation in (evolved) CAs. Consequently, the research summarized in this
section does not provide more insight into this relation, and thus does not contribute

directly to the main goal of this dissertation.
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Chapter 4

Particle Models of Emergent

Computation
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The work described in the previous chapter provides insight into the relations
among dynamics, emergent computation, and evolution in cellular automata. How-
ever, as argued in the introduction, what is still missing is a more quantitative and
predictive analysis of these relations. The class of particle models introduced in this
chapter provides a tool for such an analysis. With this new class of models, the dy-
namics of evolved CAs is modeled at the emergent level of domains, particles, and
particle interactions. In particular, using a CA’s particle logic as summarized in its
particle catalog, and some additional information about the frequency of particle oc-
currences, the CA’s computational strategy is simulated directly, abstracting away
from the underlying cells in the CA lattice.

This class of particle models is sufficiently specific that it can be used to make
quantitative predictions of an evolved CA’s computational performance on a given
task. Furthermore, the models can be used to predict how changes in an evolved
CA’s computational strategy lead to changes in its performance. These changes can
then be related to the evolutionary history of the evolved CAs. This is done by using
the particle models to determine quantitatively the extent to which differences in
the computational strategies of evolutionarily related CAs contribute to differences
in these CAs’ performances. Furthermore, these results show how modifications in
the CAs’ computational strategies made during the evolution led to improved fitness
values. This way, both the relation between dynamics and emergent computation (i.e.,
how does the CA dynamics give rise to emergent computation) and the evolutionary
history of emergent computation in CAs can be studied more formally.

Before the particle models are introduced, however, a number of other concepts
need to be discussed. First, the notion of condensation time is introduced. As in any
modeling situation, the particle models incorporate some simplifying assumptions.
These assumptions are listed next. After that, the class of models is introduced in full
detail. A model is not useful, though, if it does not provide a more concise or efficient

description than the complete description of a system’s behavior itself. To show that
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the class of particle models indeed forms a more concise and efficient description of
the (global) dynamics of the evolved CAs, the computational complexities of CAs

and their corresponding particle models are compared.

4.1 The condensation time

As the space-time diagrams in the previous chapter show, most evolved CAs quickly
settle down, after some initial transient phase, to spatial configurations consisting of
regular domains and particles. Note that this notion of transient phase is slightly
different from its usual meaning, which is the phase before the entire CA lattice
settles down to some fixed point or periodic configuration. In this section, the notion
of transient phase as used here is defined formally.

First, recall that when a CA’s domain transducer is used to filter a lattice
configuration, it outputs a “flag”, or sequence of non-domain symbols, each time
the regular pattern of a domain is violated. These violations can either be proper
particles or more or less “random” local configurations that are not part of a domain
or a particle. When such a violation is indeed a particle, however, the corresponding
sequence of non-domain symbols uniquely identifies the type and phase of this particle,
as discussed in section 2.4.3.

So, when all the particles that can occur in a CA’s dynamics are known, the
signatures (i.e., the unique sequences of non-domain symbols) that identify their re-
spective types and phases can be collected. Taking this set of signatures of all particles
and their phases, the domain transducer can be augmented to recognize, in addition
to the domains, all the known particles. This augmented domain-particle transducer
can then again be used to filter CA lattice configurations. This transducer now out-
puts a “flag” (indicating a violation) only when some spatial configuration is read
that does not correspond to either a domain or a particle. A detailed example of how

to construct such an augmented transducer can be found in [HC97].
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The condensation time t. in a CA’s space-time diagram is now defined as
the smallest time step ¢ for which the domain-particle transducer, when scanning
the entire lattice configuration s;, does not output any flags. In other words, the
condensation time is the first time step at which the CA lattice consists entirely
of proper domains and particles. The phase up to the condensation time is called
the condensation phase, a period during which there still are some unrecognized (in
terms of domains and particles) or “random” spatial configurations present. At the
condensation time, however, the lattice has condensed into a lattice configuration
that consists solely of domains and particles. Thus, the condensation phase is what
is used as the definition of transient phase here. Figure 4.1 illustrates this notion of

condensation time in a space-time diagram of @qeps5-

98

0 Site 98

Figure 4.1: Example of the condensation time, marked by the horizontal line la-
beled t.. During the condensation phase, there are still some non-domain/particle
configurations present in the lattice.

The exact value of the condensation time ¢. obviously depends on the lattice
size and on the initial configuration with which the CA starts. On some ICs a CA
will condense into domains and particles more quickly than on others. An average

condensation time f. can be calculated by averaging the t. values over a large set
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of random ICs. For example, in the particular space-time diagram shown in figure
4.1 (with lattice size N = 99), t. = 6. The average condensation time for ¢qengs,
measured over 10,000 random ICs on a lattice of size N = 149, is t, = 16, with a
standard deviation of 5.8.

In chapter 6 it is proved that for one particular CA the condensation time
is bounded by a constant (in particular, t. < 3 for that CA). Furthermore, in that
chapter it is shown how %, scales with the lattice size and how the average t. can be

calculated directly as a function of the lattice size.

4.2 Simplifying assumptions for the particle mod-
els

The class of particle models incorporates a number of assumptions that will simplify
the simulation of an evolved CA’s computational strategy. This section lists and
explains these simplifying assumptions, which are all related to particles and particle

interactions, since these form the main components of the particle models.

4.2.1 Particle probability distribution at .

As a first simplifying assumption in the model class, the detailed dynamics of a CA
during the condensation phase is ignored. It is assumed that the sole purpose of the
condensation phase is to create a particular configuration of domains and particles at
the condensation time ¢.. Since particles are partly defined by the domains between
which they form a boundary, stating the types and locations of the particles (i.e., the
particle configuration) at t. is sufficient to express the entire lattice configuration at
t.. The types and locations of the domains are implicitly taken into account in such
a particle configuration.

As with the actual value of ¢, itself, the particular particle configuration at ¢,

depends on the IC. However, the condensation phase dynamics induces a probability
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distribution of particle occurrences at t.. More formally, during the condensation
phase the CA maps the probability distribution Pr[sy] of ICs to a probability distri-
bution Pr[s; | of lattice configurations at t. which consist of proper particle configu-
rations. In other words, measured over a large set of random ICs, there is a certain
probability distribution of how often and where particles occur at t.. In the parti-
cle models, the condensation phase dynamics is replaced by an approximation of this
particle probability distribution (PPD) at t.. This approximation of the PPD at ¢, can
then be used to generate particle configurations at ¢. for the purpose of the particle
models (see below).

This assumption splits the CA dynamics in two distinct phases: (1) the con-
densation phase and (2) the particle phase. Consequently, these phases are modeled

differently in a CA’s particle model (as explained below).

4.2.2 Zero-width particles

In the particle models, particles are considered to have no width. Obviously, this
is not the case in actual CAs, where particles are usually several cells wide. Figure
4.2, for example, shows a particular space-time diagram of ¢gync3. The particles in
this space-time diagram range roughly from 4 to 10 cells wide. However, for the sake
of simulating a CA’s computational strategy, these particles are treated as points in
space.

Furthermore, the result of a particle interaction is not always exactly at the
same location as where the interacting particles originally collided. For example, in
the interaction labeled “A” in figure 4.2, the particle that results from this interaction
is shifted to the left compared to where the three interacting particles originally
collided. In the particle models, because of the assumption of zero-width particles, an
interaction result is assumed to appear at the same location as where the interacting

particles collide.
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Figure 4.2: A space-time diagram of ¢gypc3 illustrating the simplifying assumptions
of the particle models. The labels A, B, C, and D refer to the particle interactions.

4.2.3 Two-particle interactions only

In the particle models only interactions between pairs of particles are considered. In
the actual CAs three or more particles can interact, as is shown in figure 4.2. In
the particle interaction labeled “A”, for example, three particles collide, and their
interaction creates one new particle. In the particle models, however, particles are
treated as dimensionless points in space, so it is highly unlikely that three or more
particles will meet at exactly the same position at the exact same time. Because of
this, the particle catalogs of the CAs analyzed here show interactions only between
pairs of particles, even though in the actual CAs interactions among three or more
particles can occur.

Just as the number of incoming particles is limited to two, the number of
outgoing particles from an interaction is also limited to two. This might seem an
unreasonable restriction at first. But, in fact, in all the CAs that were evolved and
analyzed, no two-particle interactions have been observed that produce more than
two particles as an interaction result. Thus, this limitation is empirically justified.

Furthermore, this simplifying assumption can be easily relaxed, if needed.
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4.2.4 Instantaneous interactions

In an actual CA a particle interaction can temporarily lead to non-domain/particle
configurations. For example, in interaction “A” in figure 4.2, there are a few time
steps during the interaction where locally the lattice cannot be described in terms of
domains and particles. Soon after that, however, an interaction result in the form of a
proper particle appears. Similarly, in the interaction labeled “D” it takes several time
steps after the time of collision before the interacting particles have annihilated. In the

)

particle models this “delay” is ignored and interactions are considered instantaneous.
In other words, when two particles collide they are replaced immediately with their

interaction result.

4.2.5 Stochastic approximation of phase dependencies

As mentioned in section 2.4.4, sometimes the result of a particle interaction depends
on the respective phases that the interacting particles are in at the time of collision.
For example, both the interactions labeled “B” and “C” in figure 4.2 involve the
same particle types. However, the interactions have different outcomes. In interaction
“B” two new particles are created, while in interaction “C” the interacting particles
annihilate each other. This is solely a result of the different phases that each of the
particles are in at the time of collision.

When a pair of particles in a CA has more than one possible interaction re-
sult, it can be empirically estimated (over a large set of ICs) what fraction of these
interactions lead to each of the possible results. These fractions can then be used as
probabilities of interaction result occurrences in the CA’s particle catalog. For exam-
ple, in ¢gyncs’s particle catalog (table 3.2) there is one interaction that can have two
possible outcomes: 3+ v — 0 + p and 8+ v — v. The first interaction occurs with
(empirically measured) probability 0.84 and the second one with probability 0.16.

The particle models do not keep track of the phases of the individual particles.

However, in the case of multiple possible interaction results, this phase-dependence
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is approximated by a stochastic choice of interaction result using the probabilities
given in the particle catalog. For example, when during a simulation of ¢gyncs’s
computational strategy a collision between a (3 particle and a v particle occurs, a
choice between the interaction results 0 + p and v is made according to the estimated

probabilities.

4.2.6 Summary

In summary, the simplifying assumptions incorporated in the particle models are:

1. The CA dynamics during the condensation phase is replaced with an approxi-

mation of the PPD at ¢..

2. Particles are assumed to have zero width, and spatial shifts in interaction results

are ignored.

3. Only interactions between pairs of particles are considered, with at most two

particles as interaction result.
4. Particle interactions are assumed to be instantaneous.

5. The phase dependencies in particle interactions are approximated by a stochas-

tic choice of interaction result (based on empirically measured probabilities).

With the notion of condensation time introduced and the simplifying assumptions

listed, the class of particle models can now be introduced in detail.

4.3 The class of particle models

The main idea behind the class of particle models is to use a CA’s particle catalog,
together with an approximation of the PPD at #., to simulate the CA’s computational

strategy directly. In other words, the CA’s global dynamics is modeled at the level of
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the emergent structures—formalized as domains, particles, and particle interactions—
using the CA’s particle logic. It is a class of models, since it forms a general framework
for modeling and analyzing the dynamics of CAs, but each CA needs it own model
instantiation. A preliminary version of this class of particle models was introduced
earlier in [HCMO98]. Here, the class of models is introduced in full detail.

To model the (emergent) dynamics of a CA, first the particle catalog of the
CA needs to be constructed. This catalog contains information about the domains,
particles, and particle interactions that occur in the CA, and it forms a concise
description of the CA’s particle logic. Next, an approximation of the PPD at t.
is needed. It turns out that, in general, finding a concise and accurate approximation
of the PPD at t. is a difficult problem. This problem, the reason why it is generally
difficult, and some CA-specific solutions are discussed in section 6.2. Accurate but
less concise approximations are easily obtained (see below).

With the CA’s particle catalog and an approximation of the PPD at ¢, at hand,
the CA’s computational strategy can now be simulated directly with the following

algorithm.

1. Get an initial particle configuration at ¢, from the approximation

of the PPD at {.. Set t=1,..

2. If there are two or more particles in the lattice, go to step 3.

Otherwise, go to step 6.

3. Calculate the next time step ¢; at which two particles will
collide. If ¢; > M (the maximum number of time steps allowed),

go to step 6.

4. Set t =1t;. Replace the colliding particles with their
interaction result. Update the positions of the other particles

in the lattice.
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5. Go to step 2.

6. Set t =M. Update the positions of the remaining particles in

the lattice. Stop.

The implementation of step 1 depends on the particular approximation of
the PPD at t. that is used. Here, the following approximation, which is extremely
accurate, is used. Starting with a random IC, the CA being modeled is run up to
the condensation time t.. Recall that ¢. is determined by using the domain-particle
transducer to scan the CA lattice configurations until the first time step at which
the entire lattice consists purely of domains and particles. While the domain-particle
transducer is scanning the lattice, it also keeps track of the types and locations of the
particles it encounters. Thus, when ¢, is reached, the particle configuration at that
time step is readily available. This particle configuration, copied from the actual CA,
can then be used as the initial particle configuration at ¢, in the CA’s model. This
way, the actual value of ¢. can be used in the CA’s model. Every time a CA’s particle
model is run, a new particle configuration at ¢. is thus created by running the CA up
to t. on a new random IC.

In step 2, a check for the total number of particles in the lattice is done. In
case of 0 or 1 particles, there can never be any particle interactions. In that case,
the intermediate steps of the algorithm are skipped and the final step is executed
immediately. Otherwise, the algorithm proceeds with the next step.

Step 3 of the algorithm is straightforward. It is now known where the particles
are in the lattice and of what type they are. Furthermore, the velocities of the different
particle types are listed in the particle catalog. So, for each pair of neighboring
particles in the lattice it can be calculated, with a simple algebraic formula, when
these particles would collide if they were the only pair of particles in the lattice.

For example, if there is one particle with velocity v; at site s; and one particle with
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velocity vy at site so, then their interaction time ¢; is simply calculated as:

S2 — 51
51+ vit; = s9 + vot; = (1)1 — Ug)ti =8y — 585 =>t =

U1 — V2
In some cases, for example when the particles are actually moving away from each
other, this formula needs to be adjusted slightly to take the periodic boundary con-
ditions of the lattice into account. Taking the smallest one of the collision times of
all the neighboring particle pairs gives the desired ¢;. Thus, if there are n particles
in the lattice, this step of the algorithm requires n simple calculations, one for each
particle and its neighbor to, say, its right side.

Note that the value found for ¢; in step 3 can be larger than the maximum
number M of time steps allowed. This can either be because the next collision happens
at a time step larger than M or because the only remaining particles in the lattice
all travel with the exact same velocity, in which case t; = co. When t; > M, the
following two steps are skipped and the algorithm jumps directly to the final step.

In step 4 the particle interactions listed in the particle catalog need to be con-
sulted. Knowing what the two particle types are that collide at ¢;, the interaction
result can be found in the particle catalog. This might involve choosing, at random,
one of multiple possible interaction results, as explained in the simplifying assump-
tions above. The two interacting particles are then replaced with their interaction
result, which might be an annihilation, in which case there are no new particles
coming out of the interaction. The interaction is considered to be instantaneous, as
explained in the simplifying assumptions above. Lastly, the positions of the other
particles in the lattice are updated. Again, this is a straightforward calculation for
each particle: if the current position at time ¢ of a particle is s, then its new position
at time step ¢; is (s + v(t; — t)) mod N, where v is the particle’s velocity and N is
the lattice size.

Step 5 completes the main loop of the algorithm, jumping back to step 2 where
the total number of particles is checked again, since this number might have decreased

after the particle interaction has been completed.
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Step 6, the final step of the algorithm, is reached only when there are no more
particle interactions between the current time step and time step M. In this final
step, the positions of the remaining particles, if any, are updated to reflect their final
positions at time step M. Then the algorithm is terminated. Note that if it so happens
that all particles have annihilated each other before time step M, it is implicitly
known which domain is left occupying the entire lattice, since the information about
the domains in the lattice is implicitly present in the particle configurations at each
time step, as explained in section 4.2.1. So, when the last two particles in the lattice

annihilate each other, it is known which domain occupies the entire lattice.

(o]
Model
- Domains
- Particles 5
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- Interactions
- PPD at t¢
M
0 Site N-1

Figure 4.3: A schematic overview of a CA’s particle model.

Figure 4.3 shows schematically how a CA’s particle model works. The model
contains information about the domains, particles, particle interactions, and an ap-
proximation of the PPD at .. Using this information, first a random initial particle
configuration at t. is created. Then, the next interaction time ¢; is calculated, indi-
cated by the first dotted line in the space-time diagram. The two colliding particles
are then replaced with their interaction result, which is found in the particle catalog.
Finally, the positions of the other particles in the lattice are updated. This cycle
of calculating interaction times, replacing colliding particles with their interaction

result, and updating the positions of the other particles, is repeated until, in this

97



example, all particles have annihilated each other. The subsequent interaction times
are indicated by the dotted lines in the space-time diagram. The arrows indicate
the interplay that occurs at these interaction times between the static information in
the model’s particle catalog and the dynamic information in the model’s space-time

diagram.

4.4 Predicting the performance of evolved cellular
automata

As just mentioned, if all particles have annihilated each other by time step M, it is
implicitly known which domain is left occupying the entire lattice. In other words, it
is know whether a CA’s particle model has settled down to the correct answer state
in the context of a given computational task. So, similar to calculating the actual
performance of a CA on a computational task, the model-predicted performance of a
CA can be calculated with the CA’s particle model. Instead of starting with a random
set of ICs, a random set of initial particle configurations at ¢, is used, generated by the
approximation of the PPD at t.. The CA’s computational strategy is then simulated,
using the information in the CA’s particle catalog, by running the above algorithm
on each of the initial particle configurations.

The fraction of initial particle configurations on which these model simulations
settle down to the correct final domain (i.e., correct answer state) within M time
steps, can be taken as a performance prediction for the CA. Furthermore, a CA’s
particle model can be used to predict changes in performance given changes in the
CA’s computational strategy. For example, by changing the velocity of a certain
particle in the CA’s particle catalog, and running the algorithm again on the same
set of initial particle configurations, the CA’s particle model can be used to predict
what influence this change in particle velocity will have on the CA’s performance.

The class of particle models provides a tool for a formal study of the relation
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between dynamics and emergent computation in evolved CAs. First of all, the mod-
els give a concise description of the emergent dynamics of CAs. In particular, the
models provide a formal description of the notion of a computational strategy in CAs.
This description includes an algorithmic procedure with which these computational
strategies can be simulated directly. Furthermore, the models can be used to relate
quantitatively the dynamics of a CA (in terms of domains, particles, and particle
interactions) to its computational performance on a given task. In other words, given
a CA’s (emergent) dynamics, its performance can be predicted using the particle
models. So, the models show how patterns in a CA’s dynamics give rise to emergent
computation. Finally, by using the models to study CAs that were evolved by a GA,
they can show how changes that occurred in the CAs’ computational strategies during
the evolution gave rise to the observed increases in fitness over time.

The class of models, including programs for collecting the necessary infor-
mation to construct a CA’s particle catalog, is fully implemented. Currently, this
collection of programs consists of 420,000 lines of C++ code and includes a graphical
user interface. The implementation of the model reads a CA’s particle catalog and
an approximation of the PPD at ., and can then be used to calculate performance
predictions for this CA or to generate space-time diagrams of the CA’s particle logic.
In fact, the space-time diagram in figure 4.3 was generated with this program, using

the particle catalog of ¢qenss-

4.5 The computational complexity of cellular au-
tomata and their particle models

Generally, a model is expected to be a more concise description of a system and
its behavior than the complete description of the system itself. Otherwise, there is
typically little gain in using a model. A model can be more concise than the system it

models because it is simpler to describe it, or because it is faster to run it, or perhaps

99



both.

One way to show that a CA’s particle model is indeed more concise than a CA
itself, is by comparing the computational complexities of a CA and its model. The
computational complexity of a problem or an algorithm is the amount of resources
(e.g., space or time) that are needed to solve the problem or to run the algorithm
[HU79, Mor98]. In this section, both the space complexity and the time complexity
(using both serial and parallel models of computation) of a CA are compared to
those of its particle model. When relevant, worst case, average case, and best case

complexities are considered.

4.5.1 The computational complexity of cellular automata
Space complexity

To calculate the space complexity of a k-state, radius r CA, it is necessary to know
how much storage space, or memory, is needed to run the CA. Generally, two items
need to be stored to run a CA: (1) the CA update rule ¢ and (2) the CA lattice
configurations s;.

The update rule ¢ is usually represented as a lookup table with £?"*! entries
(see section 2.1). Thus, this representation requires O(k") memory space. For the
lattice configurations s;, only two arrays of length /N, where N is the lattice size, are
necessary. One array is used for the current lattice configuration s;, and the second
array is used to construct the configuration s;,; at the next time step, after which the
two arrays are swapped. The two arrays require O(N) memory space, independent
of the number of time steps for which the CA is run.

One could argue that a counter for keeping track of the time steps is also
necessary, especially if one wants to run the CA for a certain number of times steps,
M = 2N in this case. This requires O(log M) = O(log N) memory.

Thus, the total memory requirement for running a CA is O(k" + N +log N) =
O(k™ + N). This puts a CA in the complexity class EXPSPACE. When the radius r
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is considered fixed, as in most of the evolving cellular automata experiments, where
r = 3 is used, a CA ends up in the complexity class PSPACE.

The above complexity analysis is for CAs in general, using an explicit lookup
table representation. In some cases, however, the space complexity of a CA can be
reduced. For example, instead of using an explicit lookup table, the update rule
¢ can be represented as a Boolean function of the current states of the cells in a
local neighborhood p. See for example table 1 in the appendix in [Wol94] for a list
of the shortest possible Boolean expressions for all the 256 elementary CAs. Such
a representation generally requires an amount of memory that is polynomial in r,
as compared to O(k") for an explicit lookup table. However, finding the shortest
representation for an arbitrary boolean function is an NP-complete problem (see e.g.
[GJ79]), making it impractical in general.

Similarly, for some CAs, in particular the “additive” ones, the update rule ¢ can
be written as an algebraic expression [MOWS84]. Additive CAs are ones for which the
next state value s}, can be written as a linear sum of the current state values in cell i’s
local neighborhood #¢. This representation also requires an amount of memory that
is polynomial (in particular, linear) in r. However, a concise algebraic representation

of ¢ is possible only for a limited set of CAs, again making it impractical in general.

Time complexity

To analyze a CA’s time complexity, first a serial model of computation is assumed,
such as a Turing machine. Furthermore, it is assumed that the CA is run for M = 2N
time steps, as in the EvCA experiments; see section 3.3.2.

Updating one cell in the CA lattice is a constant-time operation. An update
consists of reading the local neighborhood configuration 1’ of a cell i, followed by a
table entry lookup to get the new state of cell 2. The local neighborhood configuration
n' can be interpreted as a number written in base k, which forms the index of the

entry in the lookup table that contains the new state of cell 7. Thus, a one-cell update
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requires time O(1). One complete update of an N-cell lattice then takes time O(N).
When the CA is run for M = 2N = O(N) time steps, it follows directly that the time
complexity of running a CA is O(N?), i.e., a CA is in the polynomial time complexity
class P.

Next, a parallel model of computation is assumed where a number of processors
that is polynomial in the input size is allowed. Since the input size here is the lattice
size N, the number of processors that is allowed is O(NW).

The state si,, of a cell i at time ¢ + 1 cannot be known until the states of
the cells in the local neighborhood 7’ are known at time t. In other words, the
lattice configurations s; have to be constructed explicitly for every time step ¢, and
the number of global update steps cannot be decreased by using more than one
processor. However, using N processors in parallel, which is linear in N, one global
update can be done in constant time, i.e., in time O(1). Thus, running a CA for
M = 2N = O(N) time steps on a parallel computer will take time O(N). So, even
for a parallel model of computation, the time complexity of a CA is still in P, but is
reduced from quadratic to linear.

Note that it is not surprising that after moving from a serial model to a parallel
model of computation the time complexity of a CA is still in the polynomial class P.
It has been proved that predicting the state s! of a cell i at a certain time ¢ is a P-
complete problem (see e.g. [GHR95]). This implies that it is unlikely that running a
CA can be efficiently parallelized. It appears to be an “inherently sequential” process.

For some special CAs, however, predicting s can be done in O(logt) or
O(log?t) time, placing them in the complexity class NC of efficiently parallelizable
problems. Examples of such parallelizable CAs are additive CAs and so-called quasi-
linear CAs [Mo0097, Mo098]. In general, however, CA prediction is P-complete and,

unless NC=P!, it cannot be done in less than linear time, even on a parallel computer.

Tt is not known whether NC=P, just as it is not known whether P=NP.
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4.5.2 The computational complexity of the particle models
Space complexity

As with CAs, the space complexity of a particle model is the amount of memory
needed to run that model. Generally, three items need to be stored to run a particle
model: (1) the approximation of the PPD at t., (2) the particle catalog, and (3) the
current particle configuration.

The amount of memory needed for the approximation of the PPD at ¢. depends
on the approximation that is used. In the method used here, the CA being modeled
is run up to t., which consequently requires the amount of memory necessary for
running the CA, which is of the order O(k" + N), as calculated above. However, in
chapter 6 it is shown that more concise approximations are possible. So the above
space requirement can be considered an upper bound.

A particle catalog consists of several items: (1) a list of domains A, (2) a
list of particles P, and (3) a list of particle interactions I. A constant amount of
memory is needed to store a single domain, since all that is strictly needed is a label
that uniquely identifies the domain. So, the space requirement for storing the list of
domains is proportional to the number of domains, i.e., O(|A]).

In general, given |A| domains, the number of particles is |P| = O(|A]?), since
there has to be at least one particle (i.e., boundary) for each combination of two do-
mains. Each particle in the particle catalog requires a constant amount of memory for
storing the particle’s label, type of boundary, periodicity, displacement, and velocity.
Thus, the space requirement for the list of particles is O(]A]?).

Given |P| particles, the number of interactions |I| is of the order O(|P|?) =
O(|A]"), since only interactions between pairs of particles are taken into account
in the particle models. Not every arbitrary pair of particles can interact with each
other, however. For example, when the particular domains between which two dif-

ferent particles form boundaries are different, these two particles could never collide
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because of these domain conflicts. Also, when two different particles have the same
velocities, they can never collide. On the other hand, some particle interactions will
have multiple interaction results, which means that this particular interaction has
to be stored multiple times, once for each possible outcome. Thus, in general, the
number of particle interactions in the particle catalog is O(|A]*), each one requiring
a constant amount of memory.

Finally, the current particle configuration needs to be stored while running a
CA’s particle model. Assume that the average number of particles occurring at ¢. is n.
Then O(n) memory is needed to store each subsequent particle configurations, since
the number of particles after the condensation time can never increase while running
the particle model (recall that the number of particles resulting from an interaction
is limited to two).

Summing up all the memory requirements results in a space complexity of
O(k™+N+|A|*+n). So, as with CAs, the particle models are in the space complexity
class EXPSPACE, or in PSPACE when r is considered fixed, or when a more concise
approximation (requiring a polynomial amount of space) of the PPD at ¢, can be

found.

Time complexity

The time complexity of a particle model depends partly on the kinds of particle
interactions that can occur. It makes a difference, for example, whether all particle
interactions create two new particles, or whether all particle interactions are annihila-
tions. In trying to cover the whole range of possible time complexities for the particle
models, both of these extremes are considered in the following complexity analysis.
If the particle logic of a particular instance of the particle models is somewhere in
between these two extremes (e.g., some particle interactions create two new particles,
some only one new particle, and some are annihilations), then the time complexity

of this model instance will also be somewhere in between those of the two extremes.
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First assume a serial model of computation and the one extreme where every
particle interaction creates two new particles. In step 1 in the algorithm in the particle
models, an initial particle configuration at . is constructed. The time it takes to do
this depends, of course, on the particular approximation of the PPD at t. that is
used. In the standard method of running the CA up to ¢. and then copying the
particle configuration, this will take ¢.N time steps, where N is again the lattice size.
Assuming that the condensation time is bounded by some constant (a proof of this,
in a simple setting, is given in chapter 6), this becomes a time complexity of O(N).
Using more concise approximations of the PPD at ¢., as the ones presented in chapter
6, the time needed to construct an initial particle configuration is on the order of the
number n of particles at f.. In that case, the time complexity of this first step is
O(n). Of course, in general n < N (this will be addressed later on).

Step 2 of the algorithm, a check on the number of particles, only takes O(1)
time. In step 3 the next interaction time ¢; is calculated. Since this involves n simple
algebraic calculations (as discussed in the previous section), this takes time O(n).
In step 4 the two interacting particles are replaced with their interaction result (two
new particles). This involves looking up the interaction result, which can be done in
constant time, and then replacing the two interacting particles with the two resulting
particles, which also takes constant time. Updating the position of the other particles
in the lattice, the final part of step 4, takes O(n) time. Step 5 completes the main
loop of the algorithm, obviously taking only time O(1). In the final step the positions
of the particles are updated one more time. This again takes O(n) time, since the
number of particles has neither increased nor decreased by assumption.

It appears that each step in the main loop of the algorithm (steps 2 to 5) takes
at most O(n) time. The number of times this main loop is executed is equal to the
number of particle interactions ¢ that happen between the time steps t. and M. In
principle, this number can vary from ¢ = 0 (no interactions at all) to i = M (one

interaction at each time step). To cover this wide range, a worst case, average case,
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and best case analysis is done.

In the worst case, there is one interaction in each of the M = 2N time steps.
In that case, the main loop is executed i = 2N = O(N) times, taking time O(nN). In
the best case, there are no interactions at all, for example because all particles travel
with the same velocity. In that case, step 3 of the main loop is executed once, taking
time O(n). In the average case, the n particles are O(NN/n) sites apart, resulting in an
interaction every O(N/n) time steps on average. This gives i = O(Ni/n) = O(Nl/n) =
O(n) interactions on average. So, the main loop is executed i = 2n = O(n) times,
taking time O(n?).

Concluding, the time complexity of the particle models, assuming the one ex-
treme where all particle interactions create two new particles, is anywhere between
O(n) for the best case and O(nN) for the worst case, also depending on the approx-
imation of the PPD at t, that is used.

In the other extreme case, where all particle interactions are annihilations, the
analysis is much easier. The construction of the initial particle configuration obviously
still takes O(N) or O(n) time, depending on the method used. After that, all that
needs to be done are the n algebraic calculations of the interaction times, taking O(n)
time. Then the n/2 annihilations can be executed independently of each other, also
taking O(n) time. So, for this extreme, the time complexity ranges from O(n) for the
best case to O(N) for the worst case, depending on the approximation of the PPD
at t. that is used.

Summarizing, the serial-time complexity of a CA’s particle model is anywhere
between O(n) and O(nN), and thus it falls within the time complexity class P.

Moving on to a parallel model of computation using at most O(N) (or O(n))
processors, the first step of creating a particle configuration at ¢, can clearly be done
in constant time. Furthermore, every step in the main loop of the algorithm, and also
the final step, can be done in constant time. For example, calculating the interaction

times for all neighboring pairs of particles can be done in parallel. Also, updating the
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positions of all particles in the lattice can be done in parallel.

In the extreme case where all particle interactions create two new particles, the
parallel time complexity is thus determined by the number ¢ of times that the main
loop of the algorithm needs to be executed. As was already calculated before, these
numbers are i = 0, i = 2N = O(N), and i = 2n = O(n), for the best, worst, and
average case, respectively. Consequently, the parallel time complexities in these cases
are O(1), O(N), and O(n), respectively. For the other extreme of all annihilating
interactions, the main loop only needs to be executed once, since all n/2 annihilations
can be done independently of each other. Consequently, the parallel time complexity
for this extreme case is simply O(1).

As with CAs, it appears that the particle models remain in the class P when
moving from a serial to a parallel model of computation, at least for the worst and
average cases of the one extreme where all particle interactions create two new par-
ticles. Again, this is not surprising given the fact that some one-dimensional CAs
have been proved to be computationally universal by making explicit use of particles
and their interactions. For example, in [LN90] several one-dimensional CAs are con-
structed that use particle-like structures (and their interactions) to simulate a Turing
machine. Furthermore, it has recently been shown that the particles in ECA 110 can
be used to simulate a certain set of production rules that is computationally universal
[Co000].

The fact that there exist particle logics that are computationally universal,
implies directly that actually running such a particle logic is P-complete. For example,
it becomes undecidable whether two arbitrary particles occurring in the IC will have
interacted by time ¢. However, not all particle logics are computationally universal,
and some are even efficiently parallelizable. For example, the parallel-time complexity
of the one extreme of all annihilating particle interactions becomes O(1).

Summarizing, a CA’s particle model is in the time complexity class P, as is

the CA itself. However, the time complexity of a CA is O(N?), whereas the time
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complexity of a particle model is O(nN) or even O(n) in the best case. In chapter 6
it is shown that for the evolved CAs n is about two orders of magnitude smaller than
N. So, in practice, a CA’s particle model is run much faster than the CA itself, even
though they are both in the complexity class P.

So, the time complexity of a particle model is lower than that of a CA. Further-
more, for some instances, running a particle model is efficiently parallelizable whereas
running a CA is not. The space complexities of CAs and their particle models are
roughly equal. In case of a concise approximation of the PPD at t., however, the
memory requirements of a particle model might become slightly lower than that of a
CA. Table 4.1 summarizes the results of the computational complexity analysis for
CAs and their particle models.

Concluding, a CA’s particle model is indeed a more concise description of the
dynamics of a CA compared to actually running the CA itself. A particle model needs
about the same amount of memory, or perhaps slightly less, than a CA. However, it
takes significantly less time to run a particle model than to run a CA. In some cases,
it is even possible to efficiently parallelize the particle model algorithm, which is not

possible for running a CA.

CA Model Model
P1+p2 = Ps+pa pL+pr—0

Space O™+ N) | O(k" + N+ |Al*+n) | O(K" + N + |[A]* + n)
Serial | worst O(N?) O(nN) O(N)
time average O(n?)

best O(n) O(n)
Parallel | worst O(N) O(N) O(1)
time average O(n)

best o)

Table 4.1: The computational complexities of a CA and two extreme versions of a
particle model. The number n of particles at ¢. is about two orders of magnitude

smaller than the lattice size N.
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Chapter 5

Predicting the Computational
Performance of Evolved Cellular

Automata
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In this chapter, the class of particle models, as introduced in the previous
chapter, is used to analyze the relation between dynamics and emergent computation
in evolved cellular automata. First, the particle models are used to predict quan-
titatively the computational performances of evolved CAs, based on their particle
logics (i.e., emergent dynamics). Next, an error analysis is done, where it is shown
how the simplifying assumptions in the class of particle models sometimes give rise
to errors in simulating an evolved CA’s computational strategy. The errors caused
by the simplifying assumptions explain the (slight) discrepancies between the actual
and predicted CA performances.

In addition to predicting a CA’s performance, the particle models are also used
to predict the time it takes a CA, on average, to settle down to an answer state. These
time-to-answer predictions are then compared to the values as measured for the CA.
For some CAs, there appear to be significant but consistent discrepancies between
these predictions and the measured values. As with the performance predictions, it is
shown how the simplifying assumptions in the model class lead to these discrepancies.

Finally, the class of particle models is used to determine quantitatively to
what extent differences in the computational strategies of evolutionarily related CAs
contribute to differences in their performances. In addition, the models are used
to predict the performance of a particular evolved CA as a function of the relative
frequencies of occurrences at t. of the CA’s particles. These predictions are then

compared to analytically calculated values.

5.1 Performance predictions

In this section, the particle models are used to predict the performances of the evolved
CAs that were shown in chapter 3. The performance measurements reported here are
averages over 10 sets of 10,000 random ICs each. These ICs are chosen with a binomial

distribution over py. A lattice size of N = 149 is used for the Ty, and Ty, tasks
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(as in the original evolving cellular automata experiments), and N = 150 for the
Toynce and Ty, .3 tasks (since these tasks need an even lattice size).

The particle catalogs of the evolved CAs analyzed here are presented in ap-
pendix A. The approximation of the PPD at ¢, is as explained in the previous chapter:
the CA being modeled is run up to ¢. (starting with a random IC), and then the CA’s
particle configuration at ¢. is copied to the lattice in the CA’s model. The same 10
sets of 10,000 random ICs that are used for the calculation of the CA performances
are used to generate initial particle configurations for a CA’s particle model, and the
predicted performances are averaged over these same 10 sets. Furthermore, for each
IC the value of ¢. (which depends on the IC) is used in the model together with the
particle configuration at this ..

Figure 5.1 shows the performance measurements for the five CAs from the
GA run on the density classification task. Space-time diagrams of these CAs (dgenst
t0 Pdenss) Were shown in figure 3.3. In figure 5.1, the white bars represent the CA
performances and the black bars represent the predicted performances.

Note that for the density classification task the correct answer to which the CA
must settle down (the all-Os or the all-1s domain) depends on the density py of the
IC. Since the particle model of a CA is started with an initial particle configuration
at t., and not with a random IC at ¢ = 0, the information about the correct answer is
not available. However, the initial particle configuration at t. is copied from the CA
after running it up to ¢, starting from some random IC. So, when copying the particle
configuration at ¢, from the CA to the model, the information about the density p,
of the IC can still be retrieved. This way, the correct answer (white domain or black
domain) is known in the model, and the performance predictions can be calculated.

As figure 5.1 shows, the CAs’ performances are lower than their correspond-
ing fitness values as measured during the GA run (see figure 3.3). Since in a CA’s
performance measurement the cells in the lattice are assigned a 0 or a 1 with equal

probability to create an IC, as explained earlier, the densities py of the ICs are clus-
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tered around 0.5. So, for the density classification task, this presents a more difficult
set of ICs to classify than with the fitness measurement (where the densities py are
uniformly distributed between 0.0 and 1.0). Therefore, the performance of a density

classification CA is generally lower than its fitness value.
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Figure 5.1: CA and particle model performances for the five CAs from the GA run
on the density classification task.

As figure 5.1 shows, the agreements between the CA performances and those
predicted by their particle models are excellent. Table 5.1 presents the numerical
values, including standard deviations and the percentages of difference between CA
and model performances. As the table shows, most differences are within 0.5%, except
for dgenss, for which the difference is 1.6%. In section 5.2 below, some examples are
given of how these (small) discrepancies are caused by the simplifying assumptions
in the model class.

This first set of results shows that the class of particle models is indeed capa-
ble of accurately predicting the performance of evolved CAs. This gives support to

the claim that the particle-level description of a CA’s dynamics captures the main

112



CA | Model | % error

®dens1 | 0-5000 | 0.5000 0.0
(0.0000) | (0.0000)

Odens2 | 0.0137 | 0.5138 0.0
(0.0023) | (0.0022)

Odens3 | 0.9485 | 0.5507 0.4
(0.0029) | (0.0027)

Odens4 | 0.6923 | 0.6954 0.4
(0.0042) | (0.0043)

®denss | 0.7724 | 0.7600 1.6

(0.0047) | (0.0047)

Table 5.1: Performance measurements for the five CAs from the density classification
run. The first column gives the CA performance, the second column gives the pre-
dicted performance, and the last column shows the percentage difference between the
CA and predicted performances. Standard deviations for the performance measure-
ments are given in parentheses.

mechanisms of the CA’s emergent computation necessary to perform a given task.
Next, performance prediction results for the CAs evolved on the other computational
tasks are presented.

Figure 5.2 shows performance prediction results for the five CAs from the GA
run on the global synchronization—1 task. Space-time diagrams of these CAs (¢sync1
t0 Pgyncs) were shown in figure 3.4. In figure 5.2, again, the white bars represent
the CA performances and the black bars represent the model performances. The
performance of ¢gync1 is actually 0.0, so the bars don’t show up in this plot. dgync1’s
particle model correctly predicts a performance of 0.0. Note that the performances of
these evolved CAs are also lower than their corresponding fitness values as measured
during the GA run (see figure 3.4). This is for the same reason as for the density
classification CAs, i.e., performance measurements present a more difficult set of ICs
than fitness measurements.

For the global synchronization tasks (all three versions), the correct answer

does not depend on some property of the IC. There is only one correct answer state
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Figure 5.2: CA and particle model performances for the five CAs from the GA run
on the global synchronization—1 task.

(the globally synchronized one), regardless of what the IC is. So, for these tasks, no
additional information is necessary in a CA’s particle model when starting with an
initial particle configuration at ¢. (generated by the approximation of the PPD at ¢.).

As figure 5.2 shows, the agreements between the CA performances and those
predicted by their particle models are still good, although the discrepancies are
slightly larger than for the density classification CAs. Table 5.2 presents the nu-
merical values, again including standard deviations and the percentages difference
between CA and model performances. In this case, the differences are all within a
5% error margin.

The somewhat larger discrepancies for these five synchronization CAs are
partly due to the fact that some of these CAs (in particular ¢gyncs and dgyncs)
have particle interactions that can have multiple outcomes depending on the rela-
tive phases that the interacting particles are in at the time of collision. Since in the

particle models this is approximated by a stochastic choice of interaction result, this
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can give rise to certain particle configurations that can not occur in the CA itself.

Examples of this are given in section 5.2 below.

CA | Model | %

Psync1 | 0-0000 | 0.0000 | 0.0
(0.0000) | (0.0000)

Psync2 | 0-3230 | 0.3377 | 4.6

(0.0048) (0.0036)

Psynes | 0.5052 | 0.4839 | 4.2
(0.0026) (0.0025)

Psync4 | 0.9992 | 0.9577 | 4.2
(0.0004) | (0.0014)

Psynes | 1.0000 | 0.9527 | 4.7
(0.0000) | (0.0016)

Table 5.2: Performance measurements for the five CAs from the synchronization—1
run. The columns are the same as in table 5.1.

Finally, figure 5.3 shows performance prediction results for the four CAs that
were evolved on the two new tasks, the global synchronization—2 and the global
synchronization—3 tasks, respectively. Space-time diagrams of these CAs (¢sync-2a,
Psync-2by Psync-3a; and Gy 3p) were shown in figure 3.9. In figure 5.3, again, the
white bars represent the CA performances and the black bars represent the model
performances.

On these new tasks too, the agreements between the CA performances and
those predicted by their particle models are excellent. Table 5.3 presents the numerical
values, again including standard deviations and the percentages difference between
CA and model performances. As with the density classification CAs, most differences
are within 0.5%, except for ¢gync.ay, for which the difference is 3.1%. Again, for these
four CAs, the performance is lower than the respective fitness values (see section 3.6).

In summary, generally there is a very good agreement between an evolved
CA’s performance and that predicted by its particle model: differences are often

within 0.5%. In some cases, particularly for the CAs that were evolved for the global
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Figure 5.3: CA and particle model performances for the two CAs from the GA run on
the global synchronization-2 task, and the two CAs from the GA run on the global
synchronization—3 task.

synchronization—1 task, the discrepancies are (slightly) larger, but still within 5%. As
discussed below, these discrepancies are due to the simplifying assumptions incorpo-
rated in the class of particle models. Section 5.2 gives some examples of how these
assumptions can cause a difference between a CA’s dynamics and that of its particle

model.

5.2 Error analysis

As the results in the previous section show, an evolved CA’s particle model accu-
rately predicts the CA’s performance, based on a description of the CA’s dynamics
at the particle-logic level. In other words, a CA’s particle model is capable of accu-
rately simulating that aspect of a CA’s dynamics that gives rise to its computational
performance on a given task. Figure 5.4 shows an example for ¢gypc.gp of how the

particle model accurately simulates the CA’s dynamics at the level of the particles
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CA | Model | %

Psyne-2a | 0.6825 | 0.6818 | 0.1
(0.0049) | (0.0042)

Psync-2b | 0.9935 | 0.9632 | 3.1
(0.0008) | (0.0012)

(0.0049) (0.0050)

Psync-3b | 0.9922 | 0.9897 | 0.3
(0.0008) | (0.0007)

Table 5.3: Performance measurements for the four CAs for the synchronization—2 and
synchronization—3 tasks. The columns are the same as in table 5.1.

and their interactions. The space-time diagram on the left shows the CA behavior
starting from a random IC. The space-time diagram on the right shows the behavior
as simulated by ¢gypcgp’s particle model starting with a copy of the CA’s particle
configuration at ¢. (which occurs at time step 38 in this particular example).

In some cases, however, the simplifying assumptions incorporated in the class
of particle models cause a difference between the simulated behavior and the CA be-
havior. This difference can lead to a different answer state in a CA’s model, compared
to the answer state that the CA settles down to. This, in turn, leads to the observed
discrepancies between a CA’s actual and predicted performances.

For example, the performance of ¢jeng9 On one particular set of 10,000 random
ICs is 0.5134. ¢gens2’s particle model gives a predicted performance of 0.5147, i.e., a
difference of 0.0013. It turns out that there are 13 out of 10,000 ICs on which ¢geng2
settles down to an incorrect answer state, but on which its particle model predicts
that it will settle down to the correct answer state. This gives rise to a predicted
performance that is slightly higher than the CA performance.

Figure 5.5 shows an example of one of those 13 cases for which the model
diverges from the CA behavior. The space-time diagram on the left shows the CA,
while the diagram on the right shows the result generated by the model, starting
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Figure 5.4: Comparison of a CA space-time diagram (left) with that generated by the
particle model (right) for ¢gyyc_3p,. The model accurately simulates the CA’s particle
dynamics.

with a copy of the particle configuration at t.. In the area marked by the circle, three
particles, , 3, and 7y, come close together (see ¢qepsa’s particle catalog in appendix
A for the different particle types). In the CA, particles o and § collide first and
quickly annihilate each other. Therefore, the v particle simply continues on its way
and interacts with another (8 particle later on. In the model, however, the particles
are assumed to have zero width. Because of this assumption, and given the relative
positions of the three particles, the two particles 4 and ~ collide first. The resulting
interaction gives rise to another particle that travels faster than the o particle and,
therefore, this a particle continues on its way. This causes the particle model to
eventually settle down to a different answer state than the CA. The other 12 cases
are similar.

Calculating the performance of ¢gens3 on the same set of 10,000 ICs gives
0.5526, while its predicted performance on this set of ICs is 0.5542; a difference of

0.0016. In this case, there are 6 ICs on which the CA gives the correct answer, while
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Figure 5.5: Comparison of a CA space-time diagram (left) with that generated by
the particle model (right) for ¢genso. The circle indicates the area where there is a
difference between the CA and its model, which eventually leads to a different overall
outcome.

the model predicts it will give the wrong answer. Similarly, there are 22 ICs on which
the CA gives the wrong answer, while the model predicts it will give the correct

answer. Again, these differences are caused by the simplifying assumptions, and give

22-6
10,000

rise to the difference of = 0.0016 between the CA and model performances.
An example of how the zero-width-particles assumption can cause some of these
differences was shown in the space-time diagram of ¢ge,so in figure 5.5. Figure 5.6
shows an example for ¢ o5 0f how the assumption of only pairwise interactions can
cause similar differences. In the space-time diagram on the left (the CA), there is a
three-particle collision in the circled area. This leads to a result of four new particles.

In the space-time diagram on the right (the model), only two of these particles actually

collide, and the third particle continues on its way without interacting with the other
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two particles or with their interaction result. This eventually causes a different overall

answer state.

Time

.
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Figure 5.6: Comparison of a CA space-time diagram (left) with that generated by
the particle model (right) for ¢qeps5- The circle indicates the area where there is a
difference between the CA and its model, which eventually leads to a different overall
outcome.

Figure 5.7 shows an example, again for ¢qens5, 0f how the instantaneous in-
teractions assumption causes differences. In the space-time diagram on the left (the
CA), the interaction indicated by the circle results in one new particle of type . How-
ever, this particle appears a few time steps after the interacting particles collided, and
slightly to the right of the location of this initial collision. This ¢ particle then inter-
acts with a 0 particle, which results in a § particle with zero velocity. There are two
other particles, n and v, moving towards this zero-velocity ( particle with equal but
opposite velocities. In this case, the v particle approaching from the right reaches the
B particle first, and consequently interacts with it. The 7 particle approaching from
the left simply continues on its way.

In the space-time diagram on the right (the model), however, the ¢ particle that
results from the interaction indicated by the circle is placed at the exact site where the
two interacting particles collide, at the time of collision. In other words, it is slightly

to the left of where the corresponding ¢ particle in the CA space-time diagram is.
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As a consequence, the zero-velocity 3 particle resulting from the interaction between
this ¢ particle and the ¢ particle is also slightly to the left of the corresponding [
particle in the CA space-time diagram. This causes the 3 particle to interact with
the n particle approaching from the left, instead of the + particle approaching from
the right, which now continues on its way. This, again, leads to a different overall

outcome.
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Figure 5.7: Comparison of a CA space-time diagram (left) with that generated by
the particle model (right) for ¢qeng5- The labels indicate the particles that cause a
difference in the overall outcome.

The performance of @qeps5 on one set of 10,000 ICs is 0.7714, while its model
performance on this set of ICs is 0.7606. This difference of 0.0108 is caused by 211
ICs on which the CA correctly classifies the initial density, while the model predicts
otherwise, and 103 ICs on which the CA gives the wrong answer, while the model
predicts a correct answer.

How the final simplifying assumption, a stochastic choice of interaction result,
causes differences is illustrated with ¢gypc5 in figure 5.8. The space-time diagram on

the left shows the CA, while the space-time diagram on the right shows the result
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generated by ¢syncs’s particle model. In the area indicated by the circle, a § and
a 7 particle collide. This particular interaction can have two different outcomes
(see dgyncs’s particle catalog in table 3.2): ¢ + p with probability 0.84, and v with
probability 0.16. In the CA, the interaction result is determined by the relative phases
that the 8 and v particles are in at the time of collision. In @gync5’s particle model,
however, the result is chosen at random according to the indicated probabilities. In
fact, running the model several times starting with the same particle configuration
at t. can give rise to a different particle behavior each time, exactly because of this
stochastic choice.

In the space-time diagram on the right in figure 5.8, the interaction result v was
chosen for the interaction indicated by the circle. Since at the time of this interaction
there was one other particle present in the lattice, also a v particle, there are now two
v particles left in the lattice. Since these particles are of the same type, they have
the same velocities, and thus never interact with each other. In other words, these
two particles will remain in the lattice forever, with zig-zag domains A* in between
them. Thus, the globally synchronized state will never be reached.

Since the CA is iterated on a lattice of size N = 149, a configuration consisting
of two v particles cannot fit on the lattice due to the spatial periodicity p}. = 4 of the
zig-zag domain and the periodic boundary conditions. However, in the CA’s particle
model this spatial periodicity is not taken into account, and thus this constraint does
not exist. As it turns out, on roughly 5% of the ICs, ¢syncs’s particle model does
generate such a configuration because of the stochastic choice of interaction results.
The performance of ¢gyncs on the set of 10,000 ICs is 1.0000, while its predicted
performance is only 0.9522. Indeed, there are 478 ICs (out of the 10,000) on which
the model creates a “forbidden” configuration of two v particles.

So far, examples have been given only of how the simplifying assumptions in
the class of particle models can cause differences that lead to different final outcomes

between a CA and its model. However, it is also possible that differences caused by
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Figure 5.8: Comparison of a CA space-time diagram (left) with that generated by
the particle model (right) for ¢gync5. The circle indicates the area where there is a
difference.

the simplifying assumptions do not cause any difference in the final outcome. Or,
said another way, two differences in the model caused by the simplifying assumptions
can cancel each other out and still lead to the same final outcome as in the CA.

Figure 5.9 shows an example of this, again for @dgync5. The space-time diagram
on the left shows the CA, where two particle interactions are highlighted by circles.
The corresponding space-time diagram generated by @syncs5’s model is shown on the
right, with the same two interactions highlighted. As the figure shows, for both
these interactions, the model chose a different interaction outcome compared to what
happened in the CA. However, this still leads the model to settle down to the globally
synchronized state, although in a slightly different manner than in the CA.

In fact, when ¢gync5’s model is run again with the exact same particle configu-
ration at t., it can generate a different space-time diagram, since it can choose different
results for the same interactions. However, when predicting a CA’s performance with
a particle model, these “statistical” differences are averaged out. In other words, the

CA’s particle model is still capable of accurately predicting its performance.
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Figure 5.9: Comparison of a CA space-time diagram (left) with that generated by
the particle model (right) for ¢gyncs. The circles indicate the areas where there is a
difference.

5.3 Time-to-answer predictions

The performance of a CA is determined by the fraction of ICs on which it settles
down to the correct final configuration. However, not only must the CA settle down
to the correct answer state, it also must do this within the maximum number M of
allowed time steps. So, the time-to-answer t, of a CA is an important statistic that
partly determines its performance.

The class of particle models can be used to make predictions about ¢, for the
evolved CAs. Given a CA and a computational task, an average time-to-answer ¢,
is calculated as the average, over a random sample of 1Cs, of the number of time
steps it takes the CA to settle down to an answer state, regardless of whether this
answer state is the correct one. In this average only ICs are included on which the CA
indeed settles down to an answer state within M time steps. A CA’s particle model
is then used to predict this ¢, by calculating the same average time to settle down
to an answer state in the CA’s model, calculated over a random sample of particle
configurations at ¢. (generated by the actual CA).

Table 5.4 presents the CA and predicted ¢, values for the five density classi-
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fication CAs and the five global synchronization—1 CAs analyzed earlier. The mea-
surements are averaged over the same 10 sets of 10,000 ICs that were used for the
performance measurements and predictions in section 5.1. Recall that the perfor-
mance of ¢gyyc1 is 0.0, which means that it never settles down to the (one and only)

answer state, and thus there is no ¢, value for this CA.

CA | Model CA | Model

Pdens1 54 71 d)syncl -
(0.44) | (0.42)

d)densZ 152 158 ¢sync2 186 192

(0.76) | (0.77) (1.32) | (1.23)
¢den53 71 73 ¢sync3 116 112
(0.48) | (0.49) (1.00) | (1.01)
Pdensd 87 89 ¢sync4 92 87
(0.25) | (0.27) (0.48) | (0.54)
Pdenss 84 85 ¢sync5 87 82
(0.25) | (0.27) (0.46) | (0.47)

Table 5.4: CA and model-predicted £, values, averaged over 10 sets of random ICs.
Standard deviations are given in parentheses.

As the table shows, there are rather large discrepancies between the CA and
predicted values for some CAs. Note that, especially for the density classification
CAs, the predictions get better for the CAs that occurred later on in the evolution.

It turns out that the main reason for the discrepancies here is the zero-width
particle assumption. Figure 5.10 shows an example of this for ¢geps1, for which the
discrepancy is the largest. At time step ¢t = 0, there are two particles present in the
lattice: ¢ at site 7 = 10 and 7 at site © = 20. The ¢ particle travels with a velocity
of v. = 4/3 and the 7 particle with a velocity of v, =1 (see ¢gens1’s particle catalog
in appendix A). The two particles start interacting as soon as they are within each
other’s local neighborhood (recall that » = 3 in this CA). By time step ¢ = 7 they
have annihilated each other, as indicated by the first dotted line.

In ¢gens1’s particle model, however, these particles have no width and travel as
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indicated by the solid white lines in figure 5.10. Their interaction time ¢; is calculated

as follows:

So, only at time step ¢t = 30 will these two particles collide and subsequently annihilate

each other (indicated by the second dotted line), as compared to time step ¢ = 7 in

the actual CA.

i=10 i=20

Voo

t=7

Time

t=30

35—
0 Site T 59
i=50
Figure 5.10: Example of the difference in interaction time ¢; between the CA and its
particle model.

Figure 5.10 clearly shows why ¢geps1’s particle model predicts a larger ¢, than
the CA value: it takes longer for the particles in the model to annihilate each other
than in the CA. This effect is less extreme in the other density classification CAs,

and their respective particle models indeed give a better prediction. For several
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synchronization CAs, however, an opposite effect occurs. For these CAs, there are
particle interactions that temporarily create some non-domain/particle configurations
before they completely annihilate each other. This can be seen clearly, for example,
in figure 4.2. When this occurs, the corresponding particles in the models annihilate
slightly earlier, because of the instantaneous interaction assumption in the model
class. This mechanism explains the lower ¢, predictions as compared to the CA
values for several of the synchronization CAs.

Summarizing, the class of particle models is capable, within some margin of
error, to predict the time it takes on average for a CA to settle down to an answer
state. The discrepancies between the predictions and the CA values are mainly due
to two of the simplifying assumptions in the model class: zero-width particles and

instantaneous interactions.

5.4 Comparative analysis

In addition to predicting a CA’s performance and the time it takes on average to
settle down to an answer state, the class of particle models can be used to determine,
in a quantitative way, to what extent changes in a CA’s particle logic contribute to
changes in its performance. For example, previously it was claimed that the higher
performance (or fitness) of ¢gqepss, compared to that of ¢gens3, was due to the change
in velocity of the 3 particle from 1/3 to 0 [DMC94].

Until the development of the class of particle models, this claim could not be
verified. In other words, in a CA it is practically impossible to separate out the
properties of a particle (e.g., its velocity or the way it interacts with other particles),
and study these properties in isolation leaving everything else in the CA the same
(see also the discussion in chapter 7). However, in the class of particle models this
is possible. For example, the velocity of a certain particle can be changed, leaving

everything else the same. It can then be investigated what effect this change in
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particle velocity has on the CA’s performance.

In this section, the class of particle models is used as a comparative analysis
tool to investigate the above claim. Furthermore, other pairs of evolutionarily related
CAs are analyzed to determine to what extent differences in their particle logics
contribute to differences in their performances. In total, four cases are analyzed in

this section, using the particle models.

5.4.1 Case 1: ¢genss and Gdensa

The particle catalogs for ¢geng3 and ¢qenss are given in appendix A. As these catalogs
show, the particle logics of these two evolutionarily related CAs are exactly the same
except for the velocity of the 3 particle. In @gens3, this velocity is vg = 1/3, while
in @gens4 it is vz = 0. However, there is a significant difference in their performances
(about 0.14), as figure 5.1 and table 5.1 show. Is this difference due only to the
difference in the velocity of the 3 particle, as previously claimed?

Using the particle models, and one particular (fixed) set of 10,000 random ICs
on which the CAs are run up to ¢. to get an initial particle configuration at ¢., the
performance of ¢qeps3 is predicted to be 0.5510 and that of ¢qepsq to be 0.6928 ie., a
difference of 0.1418. Changing the velocity of the 8 particle from 1/3 to 0 in ¢geps3’s
particle catalog, the performance of ¢qens3 is now predicted to be 0.5693, i.e., an
increase of only 0.0183. In other words, the change in velocity of the 3 particle from
1/3 to 0 contributes only about 13% to the total difference in performance between
Pdens3 ANd Pdensa-

Therefore, there must be at least one additional factor that contributes to this
difference in performance. In terms of the particle models, the only other difference
between ¢qens3 and @gensq are the particle configurations at ., i.e., the approxima-
tions of the PPD at t.. Since ¢gensg and ¢genssa have the exact same set of particle
types, these approximations of the PPD at ¢, can be interchanged between the two

CAs, and the approximation of one CA can be used in the particle model of the
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other CA. This way, it can be investigated how the difference between these two
approximations contributes to the differences in the performances of these CAs.

Using the particle catalog of ¢gensg (With vz = 1/3), and the approximation
of the PPD at t. of ¢qens4, the performance prediction is 0.6558, i.e., an increase of
0.1048. Now changing, in addition, the velocity of the § particle from 1/3 to 0, yields
a predicted performance of 0.6928, i.e., ¢genss’s predicted performance. This is not
surprising, since the model now actually uses both the approximation of the PPD at
t. and the particle catalog of ¢geps4, and thus effectively is ¢geps4’s particle model.
Indeed, just changing the velocity of the 8 particle from 0 to 1/3 in @genssa’s particle
catalog, and using its own approximation of the PPD at t., also gives a predicted
performance of 0.6558.

In short, using the respective particle models of ¢pgens3 and Pgensq, One can go
back and forth between using the 3 velocity or the approximation of the PPD at t.
from one or the other CA. From these prediction results it can be determined to what
extent these factors contribute to the difference in performances between these two

CAs. Table 5.5 summarizes the results of this analysis.

PPD at t.

¢dens3 ¢dens4
U5:1/3 0.5510 | 0.6558

vg =0 | 0.5693 | 0.6928

Table 5.5: Performance predictions for ¢gengs and ¢qenss, interchanging their respec-
tive approximations of the PPD at ¢. and velocities of the 3 particle.

As this analysis shows, the change in the velocity of the 8 particle makes only
a small contribution (about 13%) to the difference in performances, unlike what was
claimed previously. In fact, the main contributing factor is the change in the PPD at
t.. Figure 5.11 illustrates this change. The graph in this figure shows the frequency
distribution of the total number of particles occurring at t., measured over the set

of 10,000 random ICs used for the performance predictions presented in this section.
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The bars show the frequency distribution for ¢qa,s3, While the dots connected by solid
lines show the distribution for ¢ga,g4. For example, for ¢gensg on about 30% of the
ICs there are two particles at t.. For ¢qepgq, however, this occurs on only about 20%
of the ICs. On average, there are 3.2 particles at ¢, for ¢qensg and 2.9 for ¢qenss. An
analysis of how changes in the PPD at ¢. cause changes in performance is presented

for ¢gynco in case 3 below.
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Figure 5.11: The frequency distributions of the total number of particles at t. for
Pdens3 and Gdensa-

As a final remark, the results from this comparative analysis show that the two
factors that contribute to the difference in performance between ¢qans3 and @gens4, do
so in a nonlinear way. On the one hand, using the PPD at ¢, of ¢gepng3, but changing
the velocity of the [ particle from 1/3 to 0, gives an increase in performance of
0.0183. On the other hand, using the PPD at ¢. of ¢gensq, but leaving the velocity
of the 3 particle at 1/3, gives an increase in performance of 0.1048. Adding these

two numbers, assuming that these two effects work independently, gives an increase
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in performance of only 0.1231. However, the actual increase in performance is 0.1418.

So, the two changes do not work independently, but reinforce each other nonlinearly.

5.4.2 Case 2: (densa and Pgenss

Going from @gensa t0 Pgenss there is again an increase in performance. The difference
in the particle logics of these two CAs is that @gens4’s « particle (a boundary between a
white domain and a black domain) does not exist in ¢qepgs- Instead of an a particle,
two particles (y and v) with a checkerboard domain in between them are created
whenever a white domain borders a black domain in ¢qepgs-

Using the particle models, and again one (fixed) set of 10,000 random ICs on
which the CAs are run up to . to get a particle configuration at ¢., the performance
of Pgensa is predicted to be 0.6928 (as in case 1 above), and that of @gengs to be
0.7606, i.e., a difference of 0.0678. Now using the particle catalog of ¢jenss, but the
approximation of the PPD at t. of ¢genss (which lacks « particles), the predicted
performance is 0.7606, i.e., exactly ¢genss’s predicted performance.

In conclusion, in this case the difference in performances between the two
evolutionarily related CAs can be attributed completely to the differences in the PPD
at t.. In particular, eliminating the occurrences of o particles at ¢, and replacing them
with a pair of v and v particles with a checkerboard domain in between, significantly
improves the computational strategy of the CA, which is reflected in the corresponding

increase in performance.

5.4.3 Case 3: ¢sync2

The class of particle models can be used to study in more detail how changes in the
PPD at ¢, cause a difference in a CA’s performance. ¢gync2 is used here to illustrate
this. As ¢gynco’s particle catalog (presented in appendix A) shows, there are only two
particle types, a and 3, for this CA. Both these particles form a boundary between

two synchronized domains A®, but the domains on either side of a particle are out
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of phase with each other. In other words, when at some time step ¢t the domain on
the left of a particle is in phase 0 (the all-Os configurations), then the domain on
the right of the particle is in phase 1 (the all-1s configuration). When an « and a 3
particle collide, however, they annihilate each other, resolving these phase conflicts.
Consequently, dgynco will only settle down to the globally synchronized state when
the a and ( particles occur in equal numbers at the condensation time, so they will
all annihilate each other and resolve all existing domain phase conflicts.

In this case study it is investigated to what extent changes in the probability
that a particle at t. is of type a give rise to changes in ¢gync2’s performance. Given
the probability Pr[n] of a total number n of particles at ¢, let p be the probability that
a particle at ¢. is of type . In other words, p = Pr[a|n] is a conditional probability,
conditioned on n. The probability that the a and [ particles occur in equal numbers
at t., given n total particles, is the probability that n/2 of the n particles are of type
a:

Pelo/2 aslil =20 ()
n/2
The CA’s performance P is then the sum, over all even values of n, of the probability
of n particles at t. times the probability of n/2 a particles given n total particles:

P= > Prln]xp"?(1-p)/? <n72>

n=0,2,...

For the probabilities Pr[n], the empirically observed frequencies of the total
number n of particles at 7, for @gynco can be used. Taking again the fixed set of
10,000 random ICs, these frequencies are measured as shown in table 5.6. Using the
above expression for the performance P, together with these empirically measured
probabilities, the performance of @gynco as a function of p can now be calculated.
Table 5.7, second column, shows the result of this calculation for several values of
p. Note that the performances are the same for p and 1 — p, since the expression is

symmetric in p around 0.5.
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Pr[n]
0.0302
0.3621
0.4769
0.1235
0.0073
0.0000

O 00O NN OIS

>1

Table 5.6: Empirically measured probabilities Pr[n] of the total number n of particles
at t. for @gens2-

To see how well these calculations compare with the real performances of ¢geps2
as a function of p, ¢gensa’s particle model is used. For this comparison, particle
configurations at . in the CA’s particle model are generated as follows. First, a total
number n of particles is chosen from the empirically measured probability distribution
Pr[n] as given in table 5.6. These n particles are then placed at random positions,
with a uniform distribution over the lattice. Next, for each of the n particles it is
decided whether it is of type a or of type 3 by tossing a biased coin with probability
p for a and 1 — p for B. Finally, ¢, is set to the average t. as measured for ¢geps2,
which is £, = 40.

The third column in table 5.7 shows the performances of ¢4ong2 as a function
of p as predicted by its particle model. These performances are averaged over 10 sets
of 10,000 random initial particle configurations (generated as just explained). The
standard deviations over these 10 sets are given in parentheses. As the table shows,
the previously calculated performances are all well within one standard deviation
from the corresponding model-predicted performances. Note that since the model-
predicted performance of ¢qengo itself is 0.3377 (see table 5.2), the actual value of p
for this CA will probably be close to 0.3 (section 6.2 returns to this issue of the actual
value of p).

S0, Pgens2’s particle model can be used successfully to predict how changes

in the PPD at t. give rise to changes in performance. Furthermore, when a direct
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4 Pcalc Pmodel

0.0 | 0.0302 | 0.0298 (0.0012)

0.1 | 0.1204 | 0.1218 (0.0027)

0.2 | 0.2298 | 0.2262 (0.0035)
( )
( )
( )

0.3 | 0.3323 | 0.3325 (0.0042
0.4 | 0.4047 | 0.4065 (0.0064
0.5 1 0.4307 | 0.4308 (0.0051

Table 5.7: Performance predictions for ¢qeng2 as a function of the probability p that
a particle at t. is of type a. P,y gives the calculated performances using the empiri-
cally measured distribution Pr[n], and P4 gives the performances as predicted by
Ggens2’s Particle model (standard deviations in parentheses).

approach for calculating the performances is possible, as in this case, the model results

can be used to verify these direct calculations.

5.4.4 Case 4: ¢parent AN Pchild

The final comparative analysis is done on two CAs that have not been analyzed here so
far. These are CAs that occurred early on in a GA run on the global synchronization—
1 task. One of these CAs, ¢pilg, is a direct descendent of the other CA, ¢parent, and
differs in one bit position only. Despite this minimal difference in the lookup tables,
there is a substantial difference in the particle logics of these CAs.

Both CAs have only one domain, namely the synchronized domain A®. ¢parent
has three particle types («, (3, and 7), but ¢.;q has only two particles (« and f3).
Furthermore, the 3 particle has changed velocity from 1/4 in ¢parent to 0 in @epjiq-
All particle interactions can have multiple outcomes, but the probabilities with which
the different outcomes occur are different between the two CAs. The particle catalogs
of both CAs are presented in appendix A. Figure 5.12 shows space-time diagrams of
the two CAs (each with a different IC), with their particle-types labeled.

The performance of ¢parent, averaged over 10 sets of 10,000 ICs each, is 0.1826,

while the performance of ¢.,;q, measured over the same sets of ICs, is 0.2573. Using
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Figure 5.12: Space-time diagrams of @parent (left) and @epjq (right). The different
particle types occurring in the CAs are labeled.

the particle models of these CAs, with initial particle configurations generated by run-
ning the CAs up to t., the predicted performances are 0.1858 and 0.2446, respectively.
Table 5.8 summarizes these performance measurements. As with the other CAs that
were evolved for the global synchronization—1 task, the performance predictions are

within 5% of the CA performances.

CA | Model | %
Pparent | 0.1826 | 0.1858 | 1.8
(0.0034) | (0.0036)
Gchilg | 02573 | 0.2446 | 4.9
(0.0042) | (0.0022)

Table 5.8: CA and model-predicted performances for ¢parent and @cpilq-

The particle models can be used to investigate to what extent the differences

between the particle logics of these two CAs contribute to the difference in perfor-
mances. As in the other comparative analyses, one particular set of 10,000 random

ICs is used to generate particle configurations at t. as an approximation of the PPD
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at t..

First, consider the velocity of the 8 particle. Using ¢parent’s particle model,
but changing vg from 1/4 to 0, induces no change in the predicted performance.
Likewise, using ¢.piq’s model and changing vz from 0 to 1/4 makes no difference.
It can thus be concluded that the change in the velocity of the [ particle is not a
contributing factor to the difference in performances between the two CAs.

Next, consider the PPD at t.. Using again ¢parent’s particle model, but the
approximation of the PPD at t. of ¢.5q, the predicted performance decreases from
0.1858 to 0.1649. Note that the PPD at ¢, of ¢.p;q does not include any 7 particles.
However, using ¢parent’s particle logic, v particles can still be created after t., since
one of the possible outcomes of an interaction between an « and a [ particle, is a
7 particle (with probability 0.3). The reverse, using @parent’s approximation of the
PPD at ¢. and the particle logic of ¢¢piq i1s not possible, since the former includes ~y
particles, and the latter does not.

Now assume the creation of v particles from the o + 3 interaction in ¢parent’s
particle logic is eliminated. Note that this o + 3 interaction can have four different
outcomes: annihilation with probability 0.3, a v particle with probability 0.3, two «
particles with probability 0.1, and another set of o and [ particles with probability
0.3. In the particle catalog of ¢parent, the probability of the interaction a:+ 8 — « is
now set to 0. This probability was 0.3, which is now added to the probability of the
o+ ( — 0 interaction, which thus becomes 0.6. Using ¢parent’s approximation of the
PPD at t. (which does include «y particles), the predicted performance now markedly
increases to 0.3246. So, simply eliminating the possibility of creating a v particle
from the interaction of an « and a [ particle (which normally occurs in about 30%
of those interactions), almost doubles the performance.

Finally, combining both these changes (using the approximation of the PPD
at t. of ¢epjg and setting the probability of a + § — ~ to 0), gives a predicted

performance of 0.2475, close to the predicted performance of ¢.p;q itself. In other
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words, using ¢giq’s approximation of the PPD at ¢., now combined with the change
in interaction probabilities, counteracts the increase in performance due to the change
in particle interaction probabilities by itself.

Concluding, one single mutation between ¢parent and ¢pj1q gives rise to several
changes in the dynamics of these CAs, which result in a significant increase in perfor-
mance. However, the different changes in the dynamics contribute in very different
ways to this change in performance. The change in the velocity of the § particle does
not contribute anything at all. Moreover, the change in the PPD at ¢, actually de-
creases the CA’s performance. However, the change in interaction result probabilities
(in particular eliminating the o +  — ~ interaction) more than makes up for this,

and causes the overall performance to increase significantly.

5.5 Conclusions

The analyses in this chapter have shown that the class of particle models is capable of
accurately predicting the evolved CAs’ computational performances. In many cases,
the predictions are within 0.5% of the CA performances. In some cases, especially for
the CAs evolved on the global synchronization—1 task, the discrepancies are larger,
but are all still within 5%. Furthermore, these discrepancies can be attributed di-
rectly to the simplifying assumptions incorporated in the model class. So, the minor
differences between a CA’s dynamics and that as modeled by its particle model, and
the subsequent discrepancies in CA and predicted performances, are well understood.

Next to predicting how often a CA settles down to a correct answer state,
the class of particle models is also capable of predicting how long it takes a CA, on
average, to settle down to an answer state. For some of these predictions, however,
the discrepancies with the CA values are rather significant. But as with the perfor-
mance predictions, these discrepancies can be explained directly by the simplifying

assumptions in the models.
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In previous work, it was claimed that a CA’s particles and their interactions
form the main mechanism by which the CA is capable of performing the global in-
formation processing necessary for accomplishing the given computational task. The
generally close agreement between the performance predictions resulting from the
class of particle models and the actual CA performances provides a direct verification
of this claim. Furthermore, these results provide, for the first time, a direct and quan-
titative relation between a CA’s dynamics and its (emergent) computational ability.

Beyond this relation between dynamics and computational ability, the class
of particle models also provides a better understanding of the evolution of emergent
computation in CAs. For example, the five CAs that were evolved on the density
classification task are all related in an evolutionary sense, since they appeared in the
same (GA run, representing important innovations during their evolution. The per-
formance predictions resulting from the particle models verify that these innovations
are indeed due to differences in the computational strategies of these CAs. Similarly
for the five global synchronization-1 CAs.

Furthermore, the class of particle models can be used to determine quantita-
tively to what extent these differences in the computational strategies of evolutionarily
related CAs contribute to differences in these CAs’ performances. For example, it was
claimed previously that the difference between the performances of ¢qens3 and Pgens4
is mainly due to the difference in the velocity of the § particle in these CAs. However,
as the analysis with the particle models shows, this difference contributes only about
13% to the difference in performances. The main contribution turns out to be a dif-
ference in the PPD at ¢. between these two CAs. Also, these differences contribute
to the increase in performance in a nonlinear way. The increase in performance due
to the combination of the two differences is more than the sum of the increases in
performance due to each difference alone.

So, unlike in the CA itself, the particle models can be used to study the effects

of certain properties of particles in isolation. In the CA, the properties of a particle,
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like its velocity and the way it interacts with other particles, are inherently linked.
It is generally impossible to change only one of these properties without affecting the
others also. However, in a CA’s particle model these properties are independent of
each other, and can be studied in isolation.

In summary, the class of particle models, together with the results presented in
this chapter, successfully addresses the four items stated as “still needed” in section

1.4 in the introduction:

1. The class of particle models formalizes the concept of an emergent computa-
tional strategy in a CA, in the form of a particle catalog plus an approximation
of the PPD at t., and provides an algorithmic procedure for directly simulating

a CA’s computational strategy;

2. The particle models can be used to make quantitative predictions of the evolved

CAs’ computational performances;

3. The particle models are used to relate quantitatively changes in the computa-

tional strategy of a CA to changes in the CA’s performance;

4. These changes are related to the evolutionary history of the evolved CAs by
determining why and to what extent one CA’s computational strategy is better

than that of another, evolutionarily related, CA.

In conclusion, the class of particle models and the results it generates indeed provide
a better and more formal understanding of the relation among dynamics, emergent

computation, and evolution in cellular automata.
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Chapter 6

Further Investigations of the

Particle Models
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The analyses in the previous chapter support the claim that the class of particle
models captures the main mechanisms of the emergent computation that is evolved
in the CAs. However, it could be argued that this support is indirect: it is obtained
by quantitatively comparing CA and model performances and visually comparing
space-time diagrams produced by a CA and its corresponding model. Thus, it does
not provide a proof from first principles that a CA’s particle model is correct.

This chapter provides this link. A proof is presented of the correctness of the
particle model for a particular CA. It is shown that this particle model provides a
complete description of the CA’s dynamics. The CA is hand-constructed, but has a
behavior similar to that observed during many GA runs. Its relatively simple behavior
allows the proof to be worked out in a straightforward manner. For CAs with a
more complex behavior, this type of proof will necessarily become more complicated.
However, the proof presented here forms a basic framework for these more complicated
proofs.

After the proof is completed, concise approximations of the PPD at ¢, are
derived for two evolved CAs. First, it is argued why it is difficult to find a general
approximation that is both accurate and concise. An example of one concise gen-
eral approximation is given, but it is shown that the results from this method are
very inaccurate. Then, examples of concise approximations for two specific CAs are
presented which do provide accurate results. Using these approximations, it is sub-
sequently shown that it is possible to derive an expression for predicting these CAs’
performance directly. In other words, the performance of these CAs can be predicted
directly without actually running their particle models.

Finally, several scaling properties of the class of particle models are addressed.
In particular, the scaling of the condensation time ¢, and of the number of particles
at t. with lattice size N is investigated. Expressions for calculating the average
condensation time ¢, and for the number of particles at ¢, as a function of lattice size

N are derived for one particular evolved CA.
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6.1 Correctness of a particle model

The proof presented in this section uses a simple hand-constructed CA. This CA,
Phl-exp- 18 a so called block expander, a computational strategy very often found early
in GA runs on the density classification task. By default, this CA quickly settles down
to an all-Os configuration, unless there is at least one block of at least five consecutive
1s in the IC. In that case, the CA expands these blocks, one cell per time step, until
eventually the entire lattice becomes all 1s. The computational strategy of this CA is
similar to that of @gens2. However, ¢y ey, is explicitly constructed, and not evolved.
Furthermore, ¢y ey, expands blocks of black, while ¢geng2 expands blocks of white,
i.e., the two strategies are “mirror images”.

The reason this hand-constructed CA @p.exp is used here, and not @gepgo for
example, is that the emergent behavior of ¢y ey, in terms of domains, particles,
and particles interactions, does not violate any of the simplifying assumptions incor-
porated in the particle models. This facilitates a direct proof of the correctness of
Pbl-exp s Particle model. Correctness proofs for other, more complex, CAs will follow
the same basic framework as in the proof for ¢p_exp, but need to be adjusted for any
emergent behavior that violates the simplifying assumptions.

Figure 6.1 shows two space-time diagrams of ¢p)_ey, to illustrate its behavior.
In the space-time diagram on the left, there are no blocks of 1s in the IC that are of
length five or larger. In just a few time steps (two, in this case) the CA settles down
to an all-Os configuration. In the space-time diagram on the right, however, there are
two blocks of at least five consecutive 1s in the IC. The CA expands these blocks until
eventually the lattice becomes all-1s (roughly around time step 60). Starting with
the output bit for the all-Os neighborhood and assuming a lexicographical ordering of

the local neighborhoods 7, the lookup table of ¢pey, is as follows:

0000000000000001000000000000000100000000000000010000000000000011

0000000000000001000000000000000100000000000000011111111111111111
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Figure 6.1: Space-time diagrams illustrating the behavior of @p_exp-

Judging from the space-time diagrams of ¢y ey, there seem to be two candi-

date domains: the all-Os configuration 0* and the all-1s configuration 1*.
Lemma 1 A° =0* and A' = 1* are regular domains of dp.eqp-

Proof. Both A and A' are mapped onto themselves, since the output bit for the all-Os
neighborhood is 0 (the first bit in the lookup table), and the output bit for the all-1s
neighborhood is 1 (the last bit in the lookup table). Furthermore, the corresponding
DFAs of A and A! each have only one state and thus are strongly connected. So,
A% = 0* and A' = 1* are both temporally invariant and spatially homogeneous and
are thus regular domains of ¢y ey, a

The boundaries between these domains form two particles, o = A'A? and
B = APAl. The periodicity of both these particles is p = 1. The displacement of
the « particle is d, = 1; its velocity is v, = 1. The displacement of the 3 particle
is dg = 0; its velocity is vg = 0. Using the expression given in section 2.4.4 for
the number of possible particle interaction results, it turns out that the interaction
between an « and a [ particle can have at most % = % = 1 outcome. As the
space-time diagram on the right in figure 6.1 shows, the o and ( particles annihilate

each other during an interaction. Concluding, the particle logic of @p.exp, appears to
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be rather simple. This particle logic is summarized in the particle catalog shown in

table 6.1.

Domains A
Label | Regular language
AY 0*
Al 1*
Particles P

Label | Boundary | p | d | v
Q ATA? 1111
o] AOAL 11010

Interactions I
a+3—10

Table 6.1: The particle catalog of ¢p|_exp-

Phl-exp S Particle catalog, however, is primarily constructed by visual inspection
of a small number of space-time diagrams. This does not guarantee that it completely
captures ¢plexp’s dynamics. However, it can be proved that this particle-level de-
scription indeed completely captures the dynamics of ¢pexp. In other words, there
is a one-to-one mapping between the space-time dynamics of ¢p)_ey, and its particle
model description and, furthermore, this description is complete in the sense that
there does not exist any other CA behavior that is not captured in its particle model.

The following lemmas provide the necessary steps for this proof.
Lemma 2 For ¢y ey the condensation time t. < 3.

Proof. To prove this lemma, the FME algorithm (see section 2.3) is used. Recall
that in this algorithm a finite state transducer Tj, representing a CA update rule ¢ is
composed with a finite automaton M representing a set of lattice configurations. The
minimal DFA M,,, representing the output language of the transducer resulting from
this composition is then obtained by minimizing with respect to the output symbols:

Moy = [Tyo M,y This DFA then represents the set of possible lattice configurations
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at the next time step, having started with the set M of configurations at the previous
step.

The update transducer T¢bl—exp representing the update rule ¢y ey, is given
in appendix B. Next, consider the DFA M;c that represents all possible ICs over the
binary alphabet, i.e., {0,1}*. This DFA is shown in figure 6.2.

Figure 6.2: The DFA M. representing all possible ICs.

Using T¢b1—exp and Mj¢ in the FME algorithm, it can be shown® that the DFA

_ 3
Ms = [T¢bl—exp

to the one shown in figure 6.3. This DFA represents all possible lattice configurations

o M1c|our which results after three iterations of the algorithm, is equal

at time step t = 3.

f@h@h@h@h@h@k@h@h@

Figure 6.3: The DFA M; = [T}

p o Mc|ou representing all possible lattice config-
bl-exp

urations at time step ¢ = 3.

Ms3 represents lattice configurations consisting of blocks of 1s of length eight
or larger alternated by blocks of Os or arbitrary length. In other words, regardless of
the IC that the CA was started with, by time step ¢t = 3 the lattice consist entirely
of domains A” and A!, with particles o and /3 in between them. Thus, over the set of

all ICs ¢, < 3. O

!Either by explicit construction or by using an automated version of the algorithm.
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The next lemma states that a A° domain of length larger than six in between

two A! domains decreases in size by one cell each time step.

Lemma 3 The (local) lattice configurations 1*0™1* are mapped to 1*0"11* by Pbl-exps

n > 6.

Proof. The proof of this lemma also uses the FME algorithm. For the update trans-
ducer T¢bl—exp’ again refer to appendix B. The DFA M of figure 6.4(a) represents the
1*0™1*, n > 6 configurations.

First, T¢bl—exp is composed with M. Figure 6.4(b) shows the resulting trans-
ducer. Next, the input symbols on the transitions of this resulting transducer are
dropped. Figure 6.4(c) shows the resulting automaton. However, this automaton is
nondeterministic, since there are two transitions with the label “1” coming out of
state 0. Converting this NFA to an equivalent DFA results in the automaton shown
in figure 6.4(d). Finally, this DFA is minimized, resulting in the DFA M’ of fig-
ure 6.4(e). This DFA M' = [T¢’bl-exp o M|, represents configurations of the form
1*0"~'1*, n > 6, which proves the lemma. O

The next lemma proves that a A! domain of length larger than six in between

two A® domains increases in size by one cell each time step.

Lemma 4 The (local) lattice configurations 0*1"0* are mapped to 0*1"T10* by Pbl-exps

n > 6.

Proof. The proof is similar to that of the previous lemma, i.e., it follows by explicitly

constructing | M out, where M is the DFA representing 0*1"0*, n > 6. The

Top)exp ©
resulting DFA M’ represents configurations of the form 0*1"*10*, n > 6. a

Since lemma 2 shows that A' domains at t. are always of length at least eight,
the above lemma implies that all A' domains for ¢ > ¢, increase in length by one
cell each time step. The final lemma proves that a collision of an o and a 3 particle

always leads to an annihilation. Combining this lemma with lemma 3 proves that all

AY domains (of any length) decrease in length by one cell each time step for ¢ > ¢,.
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Figure 6.4: The steps in constructing M' = [T¢bl-exp o M]out-

Lemma 5 Two particles a and (3, starting n sites apart, move closer to each other

by one cell each time step, and mutually annihilate upon collision n time steps later.

Proof. Step 1. Two particles a and 3 n sites apart, n > 6, form a (local) lattice
configuration 1*0™"1*, n > 6. It follows directly from Lemma 3, then, that these two
particles will be n — 1 sites apart at the next time step. Thus, by induction, the first
part of this lemma holds for n > 6.

Step 2. Using the FME algorithm iteratively, starting with 1*0°1*, leads to the
sequence of DFAs shown in figure 6.5. This sequence shows that the length of the A°
domain decreases by one cell each time step, causing the v and 3 particles to move
one cell closer at each time step. After six time steps, the A° domain and the o and
3 particles have completely disappeared, leaving A' occupying the lattice.

Combining steps 1 and 2 completes the proof. a

With the above lemmas proved, the next theorem follows straightforwardly.
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Figure 6.5: The sequence of DFAs resulting from applying the FME algorithm itera-
tively starting with the language 1*0°51*.

Theorem 1 The particle model of ¢pj.eqy forms a complete description of its dynam-

1CS.

Proof. In a CA’s particle model, first a particle configuration at t. needs to be
constructed. This can be done by running the CA up to ¢.. Lemma 2 shows that
te < 3 for Pplexp, SO to get a particle configuration at ., Pp|_exp needs to be iterated
for at most 3 time steps, regardless of the IC. Furthermore, lemma 2 shows that at ¢,
Phl-exp S lattice consists entirely of A° domains of arbitrary length and A' domains of
length at least eight, with o and (3 particles in between them.

Next, the above lemmas combined prove that for ¢pey, the A® domains de-
crease in length by one cell and the A' domains increase in length by one cell each

time step for ¢ > t.. Since the « particle travels with velocity 1 and the 3 particle
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with velocity 0, in ¢pexp’s particle model a A° domain in between an « and a 3 par-
ticle decreases in length by one, and a A’ domain in between a 3 and an « particle
increases in length by one.

Finally, lemma 5 proves that an « and a [ particle n sites apart move one
cell closer at each time step, annihilating each other after n time steps. This, again,
happens similarly in ¢p)_exp’s particle model, since the interaction time ¢; of two
particles o and 3 n sites apart is calculated as s 4+ 1t; = s + n + 0t; = t; = n, where
s is the location of the « particle and consequently s + n is the location of the [
particle.

In summary, lemma 2 proves that ¢, is bounded—in fact, ¢, < 3—and lemmas
3-5 combined prove that for ¢ > ¢ the dynamics of ¢p_ey;, can be completely described
by the particle logic summarized in ¢y_ey,’s particle catalog. In other words, no other
configurations occur for ¢ > ¢, than those that can be completely described in terms
of the domains, particles, and particle interactions. O

The reason this proof works for ¢y)_eyp,, as mentioned above, is that the dy-
namics of this CA does not violate the simplifying assumptions that are incorporated
in the class of particle models. In particular, the particles o and # both have zero
width, no more than two particles can interact at a time, the o + 3 particle interac-
tion is instantaneous, and there is only one possible interaction result for this particle
interaction. In this sense ¢p_exp 18 an example of the most basic case. However, the
above theorem proves that in this basic case the particle model is indeed complete

and correct. In principle, the same basic framework can be used for more complex

CAs.

6.2 Concise approximations of the PPD at ¢,

In a CA’s particle model, up to this point an approximation of the PPD at ¢. has
been generated by running the CA itself up to ¢. and then using the actual particle
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configuration at ¢, as a starting point in the model. The accuracy of this approxi-
mation, of course, depends on the number of ICs on which this is done. The more
ICs used, the more accurate the approximation is. However, it is not a very concise
approximation of the PPD at ¢, since it requires running the CA itself. It turns out
that finding a general approximation that is both accurate and concise is a nontrivial
problem.

There are a number of factors responsible for this. First, the periodic boundary
conditions of the CA lattice need to be taken into account. That is, when using an
approximation of the PPD to generate domain-particle configurations at t., there is
the additional constraint that the generated configurations must wrap around cor-
rectly. In other words, the sites at the ends of the lattice need to be part of the same
domain or particle. Second, there exist long range correlations in the CA configu-
rations at t. that extend beyond the direct neighbors of a cell. This occurs since,
by t., information has been allowed to travel over a distance of r x t. cells. These
correlations must be captured in the PPD approximation for it to be accurate. Third,
domains and particles are generated in parallel in the CA. Any approximation that
is based on a sequential representation, e.g., some finite automaton that puts down
particles while it traverses the lattice, is therefore likely to fail. Finally, the lengths of
the domains at ¢, (or equivalently, the distances between the particles) are important,
since some of the evolved strategies more or less perform size competitions between
the different domains. Whatever the approximation of the PPD is, the distribution
of these domain lengths also must be reproduced accurately.

Several general solutions, i.e., solutions that would be applicable to any CA,
have been tried. So far, none of them have produced sufficiently accurate results on all
CAs. An example of such a failed attempt is given in the first subsection below, which
helps to illustrate what makes an accurate general approximation of the PPD at ¢. a
difficult problem. However, in some cases it is possible to find a concise and accurate

approximation of the PPD at t, that is specific for one particular CA. Examples of
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concisely and accurately modeling the PPD at ¢. for two evolved CAs are given here.
The first example is for a CA that is a block expander, but this time the CA is an

evolved one. The second example is for @gynco-

6.2.1 A general but inaccurate approximation

One general method for approximating the PPD at t. that was tried, is using the
domain-particle-transducer. Recall that this transducer is used to determine the
condensation time ¢, in a CA’s space-time diagram. The domain-particle-transducer
recognizes the domains and particles of a CA, but raises a flag when an unrecognized
spatial configuration is encountered while scanning the CA lattice.

The functionality of this domain-particle-transducer can be extended once
more, by including a transition probability matriz T. This transition matrix 7 will
have one row (and one column) for each domain and each particle type that is rec-
ognized by the transducer. Initially the entries in 7 are set to 0. Eventually, these
entries will contain the probabilities of making a transition from one recognized pat-
tern (e.g., a domain) to another (e.g., a particle), while scanning a CA lattice at
te.

This “transducer-plus-matrix” is now used as follows. The transducer scans a
CA lattice as usual, where the lattice configuration at time ¢, is used. Assume that
the transducer starts scanning the lattice at a site that is currently contributing to
some domain, say A°. Suppose further that the next site that the transducer encoun-
ters (i.e., the next site in the lattice) is still part of the same domain A°. In this case
TTA®, A% is increased by 1. Similarly, for every next site that the transducer encoun-
ters, while scanning the lattice, that is still part of the same domain A°, T[A% A?] is
increased by 1.

At some point, the transducer might encounter a particle. Assume that this
particle is of type «a. As soon as the transducer has recognized the particle type

(in this case ), T[A% o] is increased by 1. The transducer then keeps scanning the
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lattice until it reaches the other end of the particle (recall that particles can be several
cells wide; the transducer might recognize the particle type only once it has scanned
the entire width of the particle). So, during the steps that the transducer is scanning
the particle, only once an entry in the transition matrix is updated, namely the entry
corresponding to the transition from domain A° to particle  (in this example).

Once the particle is scanned completely, another domain, say A!, will be en-
countered by the transducer. Consequently, 7 [c, A'] is increased by 1. Note that
every time a particle of type « is encounter, a domain A! has to be encountered
next, since a particle is defined by the domains between which is forms a boundary.
Continuing scanning the lattice, 7[A, Al] is increased by 1 for each next cell that
contributes to this domain A!, until another particle is encountered. This updating
of the appropriate entries in the transition matrix continues until the entire lattice is
scanned by the transducer.

This process of scanning a CA lattice at ¢, and updating the appropriate counts
in the transition matrix 7 is then repeated on a large set of lattice configurations
at t. which result from starting the CA on random ICs. In this process, the tran-
sition counts made on one lattice configuration are “carried over” to the next. In
other words, the transition counts over all lattice configurations are added into one
transition matrix. Finally, these transition counts are converted into transition prob-
abilities by dividing each entry 7[i, j] in the matrix by the sum of the counts in the
corresponding row 1.

An additional probability distribution that is needed is the probability of being
in a particular domain when starting to scan the lattice at an arbitrary site. This
is easily obtained by counting, over the large set of lattice configurations at ¢., how
often the transducer started in which domain. These counts are then converted into
probabilities. This starting probability distribution s together with the transition
probability matrix 7, then, are used as the approximation of the PPD at t, for the
particular CA being modeled. Note that s and T together define a Markov process.
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As an example, consider dgopes- Recall that this CA has three domains (A°,
Al and A#) and five particle types (3, 7, d, &, and 7). The particle catalog of ¢qenss
is given in appendix A. Using the above transducer-plus-matrix method on a random
sample of 10,000 ICs, results in the following vector of starting probabilities for the

three domains
s = (Pr[A°], Pr[A'], Pr[A#]) = (0.4396, 0.3368, 0.2236)

and the following transition probability matrix 7 (empty entries denote a probability
of 0)

A° Al A# I54 0% 5 £ n
A% | 0.9663 0.0337
Al 0.9610 0.0329 0.0061
A 0.9278 0.0116 0.0606
6] 1
0% 1
4] 1
€ 1
n 1

This approximation of the PPD at ¢. can now be used for generating particle
configurations at t. by actually iterating the Markov process defined by s and 7.
First, a starting domain is chosen according to the starting probability distribution s.
Assume that domain A° is chosen to start with, which will happen with probability
0.4396 in the above example. The first site in the lattice will then be part of a domain
A°. Next, N (the lattice size) steps are made according to the transition probability
matrix 7. In other words, the next site in the lattice will also be part of domain A°
with probability 7[A%, A°], which is 0.9663 in the example. And so on for every next
site, until a transition to a particle is made.

Suppose at some point, say after ¢ steps, a transition to a particle is made. In

the example, this would be a particle of type ~y, which is the only transition from A°,

154



not returning to A°, with a non-zero probability, 0.0337 in this case. Then, a particle
of type v is placed at site ¢ + 1. Next, a transition to another domain is made.
According to the probability matrix this can only be A#. So now every next cell in
the lattice is part of this domain A#, with probability 0.9278, until a transition to
another particle is made (either a § particle, with probability 0.0116, or a 1 particle,
with probability 0.0606). This Markov process is repeated for N steps, i.e., until
every site in the lattice is assigned to be either part of a domain or contains a particle
of some type.

Note that it is possible that after creating a particle configuration this way, the
lattice does not “wrap around” correctly. In other words, the domain or particle that
the last site in the lattice is part of, does not necessarily agree with the domain that
was started with. In this case, the particle configuration is discarded, and another
one is generated, until one is obtained that obeys the periodic boundary condition
constraint. Since the particle configurations are generated by a Markov process,
it can be analytically calculated, using standard Markov chain analysis techniques
[KS60, TK94|, how often on average a particle configuration has to be generated
before a valid one is obtained. Using the s and 7 from the above example, this comes
out to be about 2.9 times on average.

To check the accuracy of this approximation of the PPD at ¢., figure 6.6 shows a
comparison of the actual relative frequencies of the total number of particles occurring
at t, (bars) for ¢genss With the relative frequencies that result from the Markov chain
procedure (dots connected by solid line), using s and 7 from the example above. As
the figure shows, there is a large difference between the actual PPD at ¢. and the
approximation. Both histograms were generated from 10,000 particle configurations.
As it turns out, to get 10,000 valid particle configurations from the Markov chain
procedure, 28,106 trials were necessary. This is indeed very close to the calculated
average of 2.9 trials to get one valid particle configuration.

Concluding, the current method for approximating the PPD at ¢, and gen-
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Figure 6.6: Relative frequencies of total number of particles at ¢, for ¢genss (bars)
and as generated by the approximation of the PPD at t. (solid line).

erating particle configurations does not produce accurate results. There is a large
difference between the actual and the approximated PPD at ¢.. There are several
reasons why this approach does not work well. First, it creates the particle config-
urations at t. sequentially, while in the actual CA they are generated in parallel.
Second, the boundary conditions are not taken into account, at least not in a direct
way. Third, the Markov process induces an exponential probability distribution for
the lengths of the domains in the particle configurations that are generated. This
is generally not the case in the evolved CAs. In other words, there are too many
differences between the actual CA and the Markov process to make it work well.
Other general purpose methods that were tried did not produce any better
results than the above Markov process method. There are several global constraints
that need to be taken into account (such as the ones just mentioned), and it is
difficult to capture all of those in a general method, i.e., one that would work well for
all (evolved) CAs. However, for certain specific CAs, not all these global constraints

apply, and sometimes it is possible to find a CA-specific approximation of the PPD at

156



t. that does produce very accurate results. The next two subsections give examples

of such cases.

6.2.2 An accurate approximation for the evolved block ex-

pander

The CA used in this first example, @ay_pe, appeared during a GA run on the density
classification task. Its behavior is similar to that of ¢p)eyp, the hand-constructed
block expander. However, g1, expands blocks of six or more consecutive black cells
in the IC, whereas ¢y ey, expands block of five or more black cells. Furthermore, the
average condensation time for ¢ey._pe is larger than that of ¢pexp, and occasionally
it actually creates a block of six or more black cells during the condensation phase,
which it then expands. Thus, its behavior during the condensation phase is more
complicated than that of ¢pey,. Figure 6.7 shows space-time diagrams of the evolved

block expander ¢uy_pe-
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Figure 6.7: Space-time diagrams illustrating the behavior of @ay_pe-

Pey-be has two domains: the white domain A° = 0* and the black domain
A! = 1*. There are two particles, &« = A*A? and 8 = A°A!, which annihilate each

other upon collision. The particle velocities are v, = 1 and vg = —1. The particle
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logic of ¢ay.pe is summarized in table 6.2. For this CA, the average condensation time

is measered to be t. = 8.

Domains A
Label Regular language
A° 0*
Al 1*
Particles P

Label | Boundary | p | d | v
Q ATAY 10 1] 1
I} APA! 1-1]-1

Interactions I
a+3—0

Table 6.2: The particle catalog of @ay_pe-

In order to model the PPD at . of ¢uy.1,e accurately, the following observations

are helpful:

1. Particles at t. always occur in pairs of an « and a [ particle which form the

right and left boundaries, respectively, of a A’ domain.

2. A! domains occur only when there is a block of six or more consecutive black

cells in the IC (or when such a block is created during the condensation phase).

3. A' domains and A° domains alternate each other in the lattice. If there are no

A' domains at t., the entire lattice consists of one A’ domain.

From these observations, it follows that a lattice configuration at ¢, can be represented
completely by specifying the total number, the lengths, and the positions of the A!
domains. So, for modeling the PPD at ¢., three probability distributions are needed,
one each for: (1) the total number of A' domains at ¢.; (2) the lengths of A' domains
at t.; and (3) the positions of the A' domains at ¢,.

The first two distributions can easily be obtained empirically. The probability

distribution Pr[n] of the total number n of A' domains at t., measured over a set of
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10,000 random ICs of length N = 149, is shown in table 6.3. Note that the measured
probabilities are split into two distributions, one measured over 5,000 random ICs
with py < 0.5 and one measured over 5,000 random ICs with py > 0.5. This is
necessary later on when these empirical distributions are used in ¢@g.1,e’s particle

model to predict the CA’s performance, as will be explained below.

Pr[n]
n | py<0.5]|py>0.5
0 0.3255 0.0957
1 0.4774 0.4458
2 0.1770 0.3767
3 0.0197 0.0767
4 0.0004 0.0049
5) 0.0000 0.0002
>6 0.0000 0.0000
n 0.89 1.45

Table 6.3: Empirically measured probability distribution Pr[n] of the total number n
of A' domains at ..

The frequency distribution of the lengths [ of A! domains at t. is shown in
figure 6.8, again split into distributions over ICs with py < 0.5 and ICs with py > 0.5.
As the plot shows, the distribution is shifted more to the right for py > 0.5, compared
to the one for py < 0.5. This is no surprise, since one can expect more blocks of 6
or more black cells in ICs with a high density than in ICs with a low density. These
frequency distributions can be easily converted into their corresponding probability
distributions Pr[l].

For the third probability distribution Pr[s] of the positions s of the A* domains,
a uniform distribution over the lattice is assumed, i.e., Pr[s] = 1/N. The reason
behind this is that a block of six or more black cells can occur anywhere in the IC,
with equal probability. Consequently, the positions of A' domains also have a uniform
distribution over the lattice. This follows from observation 2 above. Uniformity is

furthermore supported by empirical measurements (not shown).
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Figure 6.8: Frequency distributions of the length [ of a A' domain at ¢.. Bars indicate
the distribution measured over 5,000 ICs with py < 0.5, and +’s connected by the
solid line indicate the distribution measured over 5,000 [Cs with py > 0.5.

Using these three probability distributions, the PPD at ¢. of ¢ay.pe is modeled
as follows. First, a total number n of A' domains is drawn from the first probability
distribution Pr[n]. Next, for each of the n A! domains a length [ is drawn indepen-
dently from the second probability distribution Pr[l]. Finally, the n A! domains are
placed at random positions s in the lattice, according to a uniform distribution. Of
course, when placing the A' domains in the lattice, overlapping domains must be
avoided. Once the n A' domains are placed in the lattice, the types and locations
of the particles are known too, since there is an o particle to the right of each A!
domain and a 8 particle to the left of each A' domain. This, then, constitutes a
particle configuration at t,, where t, = 8 is used as the value for ¢, in the particle
model.

Figure 6.9 shows a comparison of the frequency distribution of the total number

of particles at . for ¢ey_pe and of that generated by the above model of the PPD at
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t.. The CA results are measured over 5,000 ICs with py < 0.5. The model results
are generated by creating 5,000 initial particle configurations using the probability
distributions Pr[n] and Pr[l] that were measured over the ICs with py < 0.5. The
bars in the plot show the frequencies as measured in the CA and the dots connected
by a solid line show the frequencies resulting from the PPD model. Note that the
probability of having an odd number of particles at t. is zero, since particles always

have to occur in pairs.
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Figure 6.9: A comparison of the relative frequencies of the measured number of
particles at . (CA) and those generated by the PPD model (Model).

As the figure shows, the agreement is excellent. A y2-test comparing the two
distributions yields a p-value of 0.8. Using a significance level of 0.05, this means that
there is no reason to reject the hypothesis that the two distributions are the same,
since 0.8 > 0.05. The results generated with the set of ICs with py > 0.5 are similar.

Gev-be S performance can now be predicted using the PPD model as follows.

First, an initial particle configuration at t. is generated from the PPD model as
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explained above. If the probability distributions Pr[n| and Pr[l] measured over the
ICs with py < 0.5 were used in generating the initial particle configuration, then the
correct answer state is the white domain. If the probability distributions measured
over ICs with py > 0.5 were used, then the correct answer state is the black domain.
Now, with initial particle configurations generated this way, the CA’s particle model
is run as before, and it is checked whether the simulated dynamics settles down to the
correct answer state within M time steps. This is repeated a large number of times,
e.g., 5,000 times with the p, < 0.5 distributions and 5,000 times with the py > 0.5
distributions. The predicted performance is then simply the fraction of times the
correct answer state is reached, just as before.

The actual performance of ¢uy_1e, averaged over 10 measurements on 10,000
random ICs each (5,000 with py < 0.5 and 5,000 with py > 0.5) is 0.6133, with a
standard deviation of 0.0045. The predicted performance, using the above PPD model
as just explained, also averaged over 10 measurements, is 0.6143, with a standard
deviation of 0.0033. Clearly, these performance measurements agree well within one
standard deviation.

As the results show, the PPD model approximates the PPD at ¢. accurately
and can be used in the particle model to also predict the CA’s performance accurately.
Furthermore, in addition to being accurate, the PPD model is very concise as it uses

only three simple probability distributions instead of running the CA.

6.2.3 An accurate approximation for ¢sync2

In a similar way, using empirical probability distributions, the PPD at . of dsync2
can be accurately and concisely modeled. Figure 3.4 shows a space-time diagram of
this CA. Tts particle catalog is presented in appendix A. ¢gypnc9 has one domain A
(the synchronized pattern) and two particles, o and (3, which annihilate each other
upon collision. The average condensation time is . = 40.

Psync2 was used in section 5.4, where its performance was calculated as a
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function of the probability p that a particle existing at ¢. is of type a. It was then
argued that the actual value of p for this CA is close to 0.3. However, as shown here,
the value of p is dependent on the total number n of particles at ..

To model the PPD at ¢, for ¢gync2, three probability distributions are required,
one each for: (1) the total number n of particles at t.; (2) the number n, of type «
particles, given n total particles at t.; and (3) the positions of the particles at ¢.. As
with @ey_pe, the first two distributions are measured empirically and the third one is
assumed to be uniform over the lattice.

The probabilities Pr[n] of the total number n of particles at ¢., as measured
over a set of 10,000 random ICs of length N = 149, is presented in table 6.4. The
conditional probabilities Pr[n,|n] of the number n, of type a particles, given n total
particles at t., measured over the same 10,000 random ICs, is presented in table
6.5. As this table shows, the probability that a particle at t. is of type a depends
on the total number n of particles at t.. Finally, the assumption of particles being
uniformly distributed over the lattice is again confirmed by empirical measurements
(not shown).

Note that for ¢gync2 it is not necessary to split the measured probabilities
into two distributions, since for the global synchronization tasks there is no relevant
information about the IC that needs to be stored. There is only one correct answer
state, the globally synchronized state, regardless of the IC.

Using these three probability distributions, the PPD at t. of ¢gynco is modeled
as follows. First, a total number n of particles is drawn from the first probability
distribution Pr[n]. Given n, a number n, is drawn from the second, conditional,
distribution Pr[ng|n]. Then, n, particles are assigned type « and the remaining
n — n, particles are assigned type 3, at random. Finally, the n particles are placed in
the lattice with a uniform distribution over the lattice, avoiding overlaps. This then
constitutes an initial particle configuration at t., where f, = 40 is used as the value

for ¢..
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Table 6.4: The empirically measured probability distribution Pr[n] of the total number
n of particles at ..

Pr[ng|n]
0 1 2 3 4 5 6 7 8
0 1
2 10.4888 0.4060 0.1052
n 4102218 0.3454 0.2795 0.1285 0.2474
6 | 0.0883 0.1862 0.2502 0.2615 0.1425 0.0640 0.0073
8 1 0.0137 0.0411 0.0822 0.1918 0.2192 0.3288 0.0685 0.0547 0.0000

Table 6.5: The empirically measured conditional probabilities Pr[n,|n| of the number
n, of type a particles given a total number n of particles at ¢..

Figure 6.10 shows a comparison of the frequency distributions of the number of

particles at ¢, for both particle types for ¢sync2 and of those generated by the above

PPD model, measured over 10,000 random ICs. The bars show the actual frequencies

(labeled “CA”), and the dots connected by a solid line show the numbers generated

by the PPD model (label “Model”). The top plot is for the a particle and the bottom

plot for the 8 particle. As the figure shows, the agreement is excellent. A x2-test

yields p-values of 0.6 and 0.45 for the respective particle types. In other words, using

a significance level of 0.05, there is no reason to reject the hypothesis that the CA

164




and model distributions are the same.
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Figure 6.10: A comparison of the number of particles at ¢, (CA) with the numbers
generated by the PPD model (Model). The top plot shows the results for the number
of a particles at t., and the bottom plot shows the results for the number of 3 particles.

The performance of ¢gynco2, averaged over 10 measurements on 10,000 random
ICs each, is 0.3198 with a standard deviation of 0.0054. Using the above PPD model
to generate initial particle configurations at t., the performance predicted by the CA’s
particle model is 0.3173 with a standard deviation of 0.0035. Again, the performance
prediction using the PPD model is well within one standard deviation of the CA

performance.
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Concluding, the above two examples show that, at least in some cases, it is pos-
sible to find an accurate and concise (using just a few simple probability distributions)
approximation of the PPD at t., which can then be used in a CA’s particle model to
generate particle configurations at t.. However, such an approximation is applicable
only to the particular CA for which it was derived. In other, more complicated, cases
(e.g., when there are more domains and particle types) the same modeling framework
of using empirical probability distributions can still be used, but such an approxi-
mation would become rather complicated in practice, for example requiring several
levels of conditional probabilities. Thus, finding an accurate and concise method of
approximating a CA’s PPD at t. that is generally applicable to all CAs still remains

an open problem.

6.3 Direct performance calculations

In section 4.5.2 it was shown that the computational time complexity of a CA’s
particle model is lower than that of the CA itself. In other words, it takes less time
to run the particle model than it takes to run the CA. In terms of predicting a
CA’s performance, in some cases it is not even necessary to run the CA’s particle
model, since an expression can be derived for calculating this prediction directly.
However, this requires an accurate and concise approximation of the PPD at ¢.. In
this section, expressions for calculating directly the predicted performances of the two
CAs from the examples in the previous section are derived, and the calculated values

are compared to those resulting from the particle models.

6.3.1 The evolved block expander

For ¢gy_pe, the correct answer state depends on the density py of the IC. If py < 0.5
the correct answer is a A° domain that occupies the entire lattice. In case py > 0.5,

the correct answer is a A! domain. Furthermore, from the behavior of @y pe, it is
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known that if there is at least one A’ domain present at t., then the entire lattice will
eventually become all 1s; otherwise, it will become all Os.

Consequently, the probability of a correct answer on a low-density IC (py < 0.5)
is the probability that there are no A' domains at #,. Denote this probability by
Pr[no A'| py < 0.5]. Similarly, the probability of a correct answer on a high-density
IC (pp > 0.5) is the probability that there is at least one A’ domain at ¢.. Denote this
probability by Pr[> 1 A!'| pp > 0.5] = 1 — Pr[no A'| py > 0.5]. Now, the predicted

performance P of ¢uy.pe is simply given by
P =1/2 [Pr[no A'| pp < 0.5] + (1 — Pr[no A'| pp > 0.5])]

That is, P is the average of the probabilities of a correct answer on low-density ICs
and a correct answer on high-density ICs.

Table 6.3 in the previous section presented the empirical probabilities Pr[n] of
the total number n of A' domains at t,. This was split into two distributions, one
for ICs with py < 0.5 and one for ICs with py > 0.5. Using the probabilities from
that table in the expression above, the predicted performance of the evolved block

expander is calculated directly as

0.3255 + (1 — 0.0957)
P = 5

= 0.6149

The predicted performance obtained from running the CA’s particle model, as given
in the previous section, is 0.6143 with a standard deviation of 0.0033. Thus, the
directly calculated predicted performance is well within one standard deviation of the
model-predicted performance.

Note that this direct calculation of the performance of ¢qy._e is possible because
the answer state that this CA settles down to depends solely on the presence or
absence of black domains at ¢.. However, this reasoning cannot be extended to the
analysis of general CAs, since this property is not common to all CAs. In fact, it
is only a property of a restricted class of CAs, namely those that behave as block

expanders.
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6.3.2  Osync2

For ¢gync2, the correct answer of the globally synchronized state is reached only when
there is an equal number of « and [ particles at ¢. (see the discussion in section
5.4). Denote the probability for the total number n of particles at t. by Pr[n] and
the number n,, of type a particles given n total particles at t. by Pr[n,|n], as before.
Given these probabilities, the predicted performance P of ¢gync is then calculated
directly as

P = Z Prn] x Pr[n, = n/2|n]

n even

That is, P is the sum over all even values of n of the probability of having n particles
at t. times the probability that half of those are of type a.

The empirically measured probabilities Pr[n] and Pr[n,|n] were given in tables
6.4 and 6.5, respectively. Using these empirical measurements, the above exression
evaluates to P = 0.3444. The predicted performance obtained from running ¢gync2’s
particle model, however, is 0.3198, with a standard deviation of 0.0054. So, these two
performance predictions do not match very well.

In the direct calculation of the performance prediction it is assumed that when
there are equal numbers of o and ( particles at ¢, then they all annihilate within the
maximum number of times steps M. However, in the CA (or in its particle model,
for that matter), this turns out to not always be the case. Sometimes an « and a 3
particle do not have a sufficient amount of time left after ¢, to collide and annihilate.
Since f, = 40 for dgynco, on average, a pair of a and 3 particles has roughly 260 time
steps remaining to annihilate (M = 2N = 2 x 149 = 298). However, an « and a 3
particle move closer to each other only with a relative velocity of 1/2. Consequently,
when they are more than 260/2 = 130 cells apart at t., they will not collide before
time step 298. And since the lattice is of length N = 149 > 130, such a particle
configuration is certainly possible.

To account for this difference, the maximum number of times steps M in
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Psync2’s particle model is therefore set to M = 400, to give all particles at . enough
time to eventually annihilate each other. Calculating the predicted performance again
with the particle model with this new value for M, gives a result of 0.3442 with a
standard deviation of 0.0043. Clearly, the agreement between this value and the
directly calculated predicted performance of 0.3444 is excellent.

Concluding, the examples in this section show that in some specific cases it
is possible to find an expression to calculate directly the predicted performance of a
CA. This type of approximation eliminates the need to run a CA’s particle model to
predict its performance. However, the existence of such expressions depends crucially

on the existence of a concise and accurate approximation of the PPD at ..

6.4 Lattice size scaling

One of the general benefits of the particle model of a CA is that the particle catalog
is independent of the lattice size on which the CA is run. This catalog contains
information about local structures that can occur anywhere in the lattice, regardless
of the lattice size. The second part of a particle model, the approximation of the
PPD at t., however, does depend on the lattice size. For example, when the CA
is run up to t. on a lattice of size N, the particle configuration at . is only valid
for that particular lattice size N. Furthermore, in the approximations of the PPD
at t. used in the previous sections, the probability distributions were measured on
one particular lattice size only. It is not directly clear how they would generalize to
arbitrary lattice sizes. Finally, when £, is measured for a CA, it is also valid only for
the particular lattice size on which it was measured.

In this section, these lattice size scaling issues are addressed. Using the evolved
block expander ¢qy_pe, it is shown that an expression can be derived for the expected
values for t. and for the total number n of particles at ¢. as a function of the lattice

size. For this derivation, first a particular (relatively small) lattice size N is taken as
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a base case. The empirical probability distributions for ¢. and n for this base case
are then measured. Then, for larger lattice sizes k x N, it is assumed that this larger
lattice consists of k£ independent sublattices of size N. Finally, using the theory of
order statistics (explained below), the expected values of ¢, and n for the larger lattice
sizes k x N, k=2,3,..., are calculated directly.

Figure 6.11 illustrates this approach graphically. In the top figure, a schematic
(filtered) space-time diagram with lattice size N is shown for ¢g,_pe. The condensation
time is indicated by the solid horizontal line labeled ¢.. There are n = 2 particles at
t., which annihilate each other upon collision. The bottom figure shows a space-time
diagram with lattice size 4N (i.e., k = 4). It is divided into 4 sublattices of size N
by the vertical dashed lines. The horizontal dashed lines indicate the condensation
times in each sublattice if it were considered in isolation. The solid horizontal line
indicates the condensation time for the entire lattice of size 4N. This condensation
time, of course, coincides with the condensation time of the sublattice that happens to
condense last, which in this example is sublattice 3. Given the (empirical) probability
distributions for ¢, and n on lattice size N, the expected values for . and n on the
lattice size 4N, or any lattice size kN for that matter, can then be calculated using
order statistics.

The theory of order statistics [Dav81, BE87] is a useful tool when, given a
sample of a certain size k, one is interested in the statistics of the ordered set of
observed values. Consider the above example of the lattice of size 4N consisting of four
sublattices of size N. Suppose that the respective t. values of these four sublattices
are 4, 17, 20, and 9. To find the condensation time of the entire lattice of size 4N,
it is not relevant that is was sublattice 3 that condensed last. It might as well have
been any of the other sublattices. What is relevant here, is the particular value of the
largest t. value among the four sublattices. The theory of order statistics provides,
among others, a means for deriving the probability distribution of this largest t.

value, regardless of in which sublattice it occurs, given the probability distribution
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Figure 6.11: Top figure: A schematic (filtered) space-time diagram on lattice size N.
Bottom figure: A schematic (filtered) space-time on lattice size 4N, divided into 4
sublattices of size N. The condensation time of the entire lattice of size 4N coincides
with the condensation time of the sublattice that condenses last.

of t. values on the base case lattice of size N. More generally, starting with some
probability distribution Pr[z], and assuming a random sample (xy, 25, ... ,z,) of size
n from Pr[z], the theory of orders statistics can be used to calculate the probability

that the i largest value x;.,, i = 1,...n, in this sample is equal to some value X.

6.4.1 Condensation time scaling

Given the (empirical) probability distribution of the ¢, values on the base case lattice
of size N, and given k independent sublattices of size N, the probability distribution of
the maximum value ¢*** of k observed ¢. values can be derived using order statistics.

In particular, if F'(¢.) is the cumulative distribution function (CDF) of the ¢, values
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on lattice size N, then the probability that the maximum value ¢7'** of k observed ¢.

values is equal to 7, is given by
Prfty" = i] = [F(i)]* — [F(i — 1)]"

In words, the probability that 7' = 7 is equal to the probability that all £ observed
t. values are less than or equal to ¢ minus the probability that all £ observed £. values
are less than or equal to i — 1 (since at least one of the k observed ¢, values has to be
exactly equal to 7). The expected value for the condensation time ¢.(k) on a lattice
of size k x N is then given by
Elto(k)] =Y i x ([F()]F - [F(i - 1)]")
i=0

In figure 6.12, left plot (k = 1), the empirical probability distribution of ¢, on
a lattice of size N = 100 is shown for ¢ey_pe. This distribution is easily converted
into a CDF F(t.), which can then be used in the above expressions. The plot on the
right in figure 6.12 shows another empirical probability distribution (indicated by the
bars), but this time on a lattice of size 500 (k = 5). The dots connected by a solid line
show the probability distribution derived from the order statistics expression above
for Pr[t!"®* = i] using the empirical probability distribution on lattice size N = 100.
As the figure shows, the theory correctly predicts the observed distribution. A x2-test
yields a p-value slightly above 0.05. In other words, using a significance level of 0.05,
there is not enough evidence to reject the hypothesis that the observed and calculated
distributions are the same. Results for other values of k£ are similar.

Using the second expression above for the expected value Elt.(k)], and the
CDF derived from the distribution shown in figure 6.12 (left), the expected values
of t. for various values of k£ can be calculated. Figure 6.13 shows the results. The
solid line shows observed t. values, averaged over 10,000 random ICs. The dashed
line shows the predicted values. Again, there is an excellent agreement.

Concluding, predicting the scaling of ¢, with lattice size using the theory of

order statistics works very well for ¢uy.1,e. Given a probability distribution of ¢. values
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Figure 6.12: Left plot: The empirical probability distribution of ¢. on a lattice of size
N = 100 (k = 1). Right plot: The empirical probability distribution of t. (bars)
on a lattice of size N = 500 (k = 5), and the directly calculated distribution (dots
connected by solid line) using order statistics.

for a base case lattice of size N, the probability distribution and expected value for

t. for larger lattices of size kN can be calculated directly.

6.4.2 Scaling of the number of particles at ¢,

Next, the total number of particles n at t. is calculated directly for lattices of size
k x N. A first, naive approach would be to measure the average number of particles
n(1) at t. for the base case and then multiply this by & to get the expected number
of particles E[n(k)] at t. for the larger lattice size. However, this overestimates the
number of particles for the following reason. In the example illustrated in figure
6.11, sublattice 1 condenses fastest, resulting in a sublattice configuration with two
particles. However, these particles annihilate each other before the entire lattice
condenses (coinciding with the ¢. of sublattice 3). Thus, at the condensation time of
the entire lattice, the two particles that originally appeared in sublattice 1 no longer
exist.

To calculate directly the expected number of particles at t. on a lattice of size

k x N, a “discount” factor needs to be derived that takes into account the average
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Figure 6.13: Observed values of ¢. (solid line) and directly calculated values E[t.(k)]
(dashed line) using order statistics.

number of particles that will have annihilated each other between #.(1) and 7.(k).
First, assume that for the base case £ = 1 a pair of a and [ particles are, on average,
d sites apart at t.. Since the velocity of the a particle is v, = 1 and that of the 3
particle is vg = —1, the particles move closer to each other with a relative velocity of
v = 2. Thus, it takes d/2 time steps on average for a pair of particles to annihilate.
Given 7(1) particles at t. on average, i.e., (1)/2 particle pairs, there is one
annihilation every % = d/m(1) time steps on average. Consequently, there are on
average 7(1)/d annihilations per time step. This give gives 71(1)¢/d annihilations in ¢
time steps on average. So, during the time t = #.(k)—%.(1), a fraction 2(.(k)—7.(1))/d
of the original 7(1) particles at .(1) have been annihilated, since one annihilation

eliminates two particles. Thus, the expected number of particles E[n(k)] at the

condensation time on a lattice of size k X N is given by

oy k[ 2R ~T()
Eln(k)] =7(1) x k x |1 -

This is the original “naive” calculation, but including the discount for the fraction of

particles that have annihilated each other between ¢.(1) and Z.(k).
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To apply this expression, first 7(1), Z.(1), and d need to be measured empiri-
cally for the base case. Measured over a set of 10,000 random ICs on a lattice of size
N = 100, these values for ¢gy.pe are: m(1) = 1.568, #.(1) = 7.333, and d = 50. For
te(k), the previously calculated values using order statistics are used (i.e., for #.(k)
the value E[t.(k)] is used).

Figure 6.14 shows the result of using the above expression to predict the aver-
age number of particles at 7, for larger lattices. The solid line indicates empirically
measured averages 7(k), and the dashed line indicates the predicted values E[n(k)].
In fact, the prediction is so accurate that the dashed line falls right on top of the solid

line, and the two lines cannot be distinguished anymore.

Figure 6.14: Observed values for (k) (solid line) and predicted values E[n(k)] (dashed
line). The two lines overlap each other exactly.

Recall that in the computational complexity analysis in section 4.5.2, it was
assumed that n < N. Fitting a linear relation to the data in figure 6.14 results in

the following functional form:
n = 0.0933 + 0.0147TN

where N = 100k. So, a = 0.015, and thus n is indeed much smaller than N, about
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two orders of magnitude. Empirical measurements for the number of particles n at
t. as a function of the lattice size N for other evolved CAs give similar results. For
example, for @gengs, @ = 0.016 with a correlation coefficient of 0.99. Similarly, for
Psynes, @ = 0.028, also with a correlation coefficient of 0.99.

Concluding, this section has shown that given the probability distributions of
the condensation time ¢, and the total number of particles n at t. for some base lattice
size, the expected values for t. and n on larger lattice sizes can be calculated directly
using the theory of order statistics. So, the approximation of the PPD at ¢., which is
the only part in a CA’s particle model that was lattice size dependent, can be scaled
accurately according to the lattice size N. As a consequence, the CA’s particle model
is now completely independent of the lattice size.

However, the ability to predict ¢. and n on larger lattices is shown for a CA with
a relatively simple particle logic. For this CA, the assumption that the sublattices in a
larger lattice are independent of each other holds up quite well (and the theory of order
statistics is based on this assumption). In more complicated CAs, this assumption
might not hold up as well. Consequently, the expressions for calculating E[t.] and

E[n(k)] will become more complicated.

6.5 Conclusions

In the previous chapter, the results generated by the class of particle models provided
a better understanding of the relation between dynamics and emergent computation in
evolved CAs. The results in this chapter, in contrast, provide a better understanding
of the class of models itself. First, it was proved, in the most basic setting, that a
CA’s particle model correctly models the CA’s dynamics. This provides an important
fundamental proof of the correctness and completeness of the particle models.

Next, it was shown that in some specific cases an accurate and concise ap-

proximation of the PPD at ¢. can be found. Using empirically measured probability
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distributions of occurrences of domains and particles at ¢., the PPD at t. of two
evolved CAs was modeled accurately. These PPD models can then be used in the
respective particle models of these CAs to predict their performances. Furthermore,
using these concise PPD models, an expression was derived for calculating the per-
formance predictions of these CAs. This way, the performances of these CAs can be
predicted directly, without having to run their respective particle models.

Finally, scaling issues were addressed. In particular, expressions for calculating
the expected values for ¢. and the number of particles at . as a function of the lattice
size N were derived using the theory of order statistics, for one particular evolved CA.
With these expressions, the average t. and average number of particles at ¢. can be
predicted very accurately for larger lattice sizes. This shows that an approximation
of the PPD at ¢. in this CA’s particle model needs to be constructed only once, based
on one particular lattice size, and can then be scaled appropriately for use on other
lattice sizes. This makes the particle model completely independent of the lattice

size.
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Chapter 7

Conclusions and Discussion
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In this final chapter, a summary of the research presented in this dissertation
and the main conclusions following from it are provided. This is followed by some
discussion of issues directly related to this work and its conclusions. Finally, some

suggestions for future work are presented.

7.1 Summary and conclusions

The main goal of this dissertation has been to study the relation among dynamics,
emergent computation, and evolution in cellular automata. This study was motivated
by the more general questions of (1) how dynamics (in particular spatio-temporal
patterns) and emergent computation are related in decentralized spatially extended
systems, and (2) how evolution produces emergent computation in decentralized spa-
tially extended systems.

The evolving cellular automata (EvCA) framework forms an ideal model for
studying these relations. In the EvCA framework, cellular automata (CAs) are
evolved by a genetic algorithm (GA) to perform computational tasks requiring global
information processing. The CAs evolved for these tasks show emergent patterns in
their dynamics, which can be classified and described in terms of domains, particles,
and particle interactions, using the computational mechanics (CM) framework. These
domains, particles, and particle interactions provide a means for the evolved CAs to
perform the emergent computation that is necessary for performing the given task.
In this sense, they can be interpreted as the computational strategy of the CA.

Chapter 3 provided an overview of previous results from EvCA experiments
on evolving CAs for the density classification and the global synchronization—1 tasks.
Furthermore, it presented new results on evolving CAs on two additional tasks, both
related to the original global synchronization task. In the CAs evolved for these
additional tasks, patterns similar to those of previously evolved CAs can be ob-

served. These patterns can also be classified and described in terms of domains,
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particles, and particle interactions, and interpreted as the CAs computational strat-
egy. In fact, the computational strategy of the best evolved CA for the global
synchronization-2 task, @gyncop, is equivalent to that of ggyncs, the best evolved
CA for the global synchronization—1 task. However, as the best evolved CA on the
global synchronization—3 task, ¢gync.3h, shows, there are other computational strate-
gies with which global synchronization tasks can be performed equally well.

In chapter 4, a new class of particle models for analyzing the computational
strategies in evolved CAs in terms of domains, particles, and particle interactions
was introduced. This class of particle models provides a high-level description of a
CA’s dynamics and captures the notion of computational strategy in evolved CAs. It
consists of (1) an approximation of the particle probability distribution (PPD) at the
condensation time %, i.e., a probability distribution of where and how often particles
occur after an initial transient time, and (2) the CA’s particle catalog, a summary of
the domains, particles, and particle interactions occuring in a CA’s dynamics. Such
a particle model provides an algorithmic procedure for simulating the CA’s computa-
tional strategy. This procedure can then be used to predict the CA’s computational
performance on a given task.

This new class of models was shown to have a computational complexity that is
lower than that of a CA. The memory requirements for running a CA’s particle model
are about the same, or in some cases even less, than the memory requirements for
running the CA itself. The time complexity of running a CA is quadratic in the lattice
size N. The time complexity of a CA’s particle model is generally also quadratic,
but in the number n of particles in the lattice. The analysis in chapter 6 showed
that this number n is about 2 orders of magnitude smaller than N. Furthermore, in
many cases the time complexity of a particle model becomes linear depending on the
kind of particle interactions (in particular, how many new particles result from an
interaction) and on how often interactions happen on average. Finally, running a CA

is generally not efficiently parallelizable, whereas running a CA’s particle model is, at
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least in a number of cases (again depending on the kind of particle interactions). It
can thus be concluded that a CA’s particle model forms a more concise and efficient
description of a CA’s dynamics compared to explicitly constructing the space-time
configurations of the CA at each time step.

In chapter 5 it was shown that the class of particle models is capable of accu-
rately predicting the computational performance of the evolved CAs. This provides a
direct relation between the dynamics (computational strategy) of a CA and the emer-
gent computation it performs. This relation answers, at least in the context of CAs,
the first main question above: What is the relation between dynamics and emergent
computation in decentralized spatially extended systems? The CA generates emer-
gent, patterns, which can be described in terms of domains, particles, and particle
interactions, which it then uses to perform the emergent computation necessary to
perform a given task. In particular, the particles can be interpreted as carriers of
information, and the particle interactions are the loci of information processing.

Furthermore, in chapter 5 it was also shown that the particle models can be
used to analyze the differences in the computational strategies between CAs, and how
these differences contribute to differences in their performances. In particular, the
properties of particles (such as velocity and how they interact with other particles)
and their contribution to a CA’s performance can be investigated in isolation, which
generally is not possible in the CA itself. This investigation has led to a direct
understanding of how and why the computational strategy of one CA is better than
that of another, evolutionarily related, CA. This understanding answers, again at
least in the context of CAs, the second main question: How does evolution produce
emergent computation in decentralized spatially extended systems? In the evolution
of CAs, the GA manipulates the bits in the lookup tables of the CAs, which causes
changes in the emergent patterns observed in the CAs. A change that causes an
increase in a CA’s computational performance is preserved, and deleterious changes

are selected against.
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Chapter 6 then provided a further investigation of some of the properties of
the class of particle models. First, it was proved that in the case where a CA does
not violate any of the simplifying assumptions in the models, the CA’s particle model
forms a complete description of the CA’s dynamics. In other words, there is a direct
mapping between the CA’s emergent dynamics and the model description of that
dynamics, and there is no behavior in the CA that is not accounted for in the CA’s
model.

Next, it was argued that finding a general and concise approximation of the
PPD at t. is nontrivial. An example of a general method was presented, and it was
then shown that the results form this method were far from accurate. However, some
examples were given of concise but very specific approximations. These approxima-
tions work only for a limited class of CAs since they incorporate some assumptions
about a CA’s behavior which do not hold in general. It was then shown that, given
these consice but specific approximations, it is possible to derive an expression for
predicting a CA’s performance directly, without having to run the particle model
simulation. These direct predictions are in close agreement with those generated by
a CA’s particle model.

Finally, also in chapter 6, scaling issues with respect to a CA’s lattice size were
addressed. Expressions were derived for predicting the distribution of ¢. values and
for the (average) number of particles at t. for larger lattice sizes, based on their dis-
tributions on a base case lattice size. The predictions resulting from these expressions
are extremely accurate when compared to the corresponding values as measured in
the CA. This makes a CA’s particle model independent of the lattice size N, since in
principle the PPD at ¢, can be scaled with N.

In summary, the results obtained with the class of particle models show that it
is possible to give an accurate high-level description of an evolved CA’s dynamics in
terms of domains, particles, and particle interactions. This high-level description can

then be interpreted as a computational strategy, where particles carry information
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across the lattice, and where particle interactions give rise to the processing and ex-
changing of information. Finally, this high-level description can be used to predict the
computational performances of evolved CAs, and to relate changes in computational
strategies that occur during the evolution to changes in computational performances.
This way, these results provide a better and direct understanding of the relation

among dynamics, emergent computation, and evolution in cellular automata.

7.2 Discussion

One issue that has not been addressed so far, and one that forms a research project on
its own, is the relation between a CA’s computational strategy, and changes therein,
and the bits in the CA’s lookup table. In other words, how do the specific bit values
in a CA’s lookup table give rise to domains, particles, and particle interactions?
Furthermore, how do changes in these bit values cause changes in the CA’s emergent
dynamics?

It is generally very difficult to predict the emergent behavior of a CA from its
lookup table (LUT). Of course, this is exactly why this behavior is called emergent,
i.e., although it is necessarily an indirect consequence of the LUT, it cannot be directly
derived from the local rules of the constituent components in the system. Nonetheless,
one can go the other way. Given the domains and particles in a CA’s emergent
dynamics, it can be determined what bits in its LUT are “necessary” for supporting
these structures. An example is given in figure 7.1. This figure shows a space-time
diagram of ¢parent (the same one as was shown in figure 5.12), with its three particles
labeled. Below the space-time diagram, the bit string representing ¢parent’s LUT
is shown. Below that, the bits that are necessary for supporting each of the three
particles are given. In this representation, a dot indicates that the bit is not necessary
for supporting the particle (i.e., it can be either 0 or 1).

As the figure shows, the three particles require different sets of bits in the LUT.
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Figure 7.1: A space-time diagram of ¢parent, With its three particles labeled. The bit
string representing ¢parent’s LUT is given below the space-time diagram. Below that,
the bits necessary for supporting each of the three particles are given.

Some bits are uniquely set for one particle, other bits are shared between particles,
and some bits are not required for any particles. To determine the importance of
each bit in a CA’s computational strategy, the LUT bits can be mutated, one by
one, to see what changes are induced in the CA’s dynamics and whether the CA’s
performance changes significantly. An analysis based on such single-bit mutations
was done in [Hor97] for ¢parent and ¢cpig-

A more detailed analysis of the importance of individual bits in the CA’s LUT
is presented in [SHC], where a number of CAs that were evolved for the density
classification task are analyzed. It is shown there, for example, that there exist
complicated, nonlinear interactions between groups of LUT bits, so called epistatic
interactions. For example, two bits that, when mutated individually, do not cause a
change in a CA’s performance can cause a significant change when mutated together.

Or vice versa, two bits that cause a significant change individually, might not cause
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a change when mutated together. The goal of this type of epistatic analysis is a
better understanding of the relation between the bit values in a CA’s LUT and its
(emergent) dynamics.

Another issue worth at least a brief discussion is the generality of the occurrence
of domains and particles in CAs that are evolved to perform a certain computational
task. The results presented in chapter 3 on the additional tasks show that in CAs
evolved for these new tasks domains and particles occur as well, just as in the CAs
evolved for the original two tasks. However, in all the tasks studied here the answer
states that the CA must converge to are regular repeating configurations themselves.
It is therefore perhaps not surprising that the evolved CAs use regular structures such
as domains and particles to reach such an answer state. One could ask whether this
will still be the case when CAs are evolved on a computational task that does not have
any regular configurations as answer states. One example might be evolving CAs to
generate (pseudo) random numbers, where the lattice configurations after a certain
time step M are interpreted as binary numbers. These binary numbers generated
by the CA then have to pass certain tests for randomness. The more random this
sequence of binary numbers is, the higher the performance of the CA will be.

Generally, however, when performing a computation a certain amount of infor-
mation needs to be stored and transferred. As the presented analyses have shown, the
domains and particles observed in the evolved CAs can be interpreted as performing
this information storage and transfer. Thus, it seems plausible that structures like
domains and particles will often be used when a CA is required to perform global
information processing. Furthermore, domains and particles appear in many CAs,
regardless of whether they are required to perform any kind of computation. These
structures are inherent in systems like CAs and can be manipulated by evolution to
be put to a certain use, as the results presented in this dissertation show.

The particle models as introduced in chapter 4 incorporate a number of simpli-

fying assumptions. As the results in chapter 5 showed, these assumptions can lead to
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mistakes in simulating a CA’s dynamics, which in turn leads to minor discrepancies
between the model and CA performances. One assumption that is implicit in the
particle models and which has not been mentioned explicitly yet, is that the particles
have a constant velocity. This assumption holds for all CAs that have been analyzed
here and thus has not caused any problems. However, it happens occasionaly that a
CA is evolved that has a so called chaotic domain for which the particles that form
its boundaries do not have a constant velocity, but effectively move randomly.

A well-known example of a CA with a chaotic domain is ECA 18. A space-
time diagram of this CA was shown in figure 2.2. As it turns out, the particles (called
dislocations for this CA) behave in a way similar to annihilating diffusive particles.
An example of an evolved CA with a chaotic domain is given in in figure 7.2. The
CA in this figure is the best CA in the final population of one particular GA run on

the global synchronization—2 task. Its fitness in that generation was 0.83.
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Figure 7.2: A space-time diagram of a CA evolved for the global synchronization—2
task. It has a fitness of 0.83.

With the current implementation of the particle models, the dynamics of this

CA cannot be simulated accurately, since the boundaries between the different do-

187



mains do not have a constant velocity. However, perhaps an average velocity can be
used. Or maybe one can estimate probabilities for moving left or right at each time
step, and adjust the particle model to calculate an expected distance over which a
domain boundary will have moved after a certain number of time steps. However, the
occurrences of CAs like the one shown in figure 7.2 in evolving CAs to perform com-
putational tasks are rare. And as just suggested, the current implementation of the
particle models needs only a minor modification to be able to simulate the dynamics
of such CAs as well.

In general, however, the particle model of an evolved CA forms an accurate
description of its dynamics and provides a direct relation between the dynamics and
the emergent computation in evolved CAs. Given this relation for CAs, one could
ask: How much have we learned about the relation between dynamics and emer-
gent, computation in decentralized spatially extended systems in general? Do other
spatially extended systems also use particle-like structures to store and transfer infor-
mation and particle interactions to process and exchange this information? For now,
these questions remain largely unanswered. However, some indications for a possible
answer can be provided.

The CAs studied in this dissertation are all one-dimensional CAs. Most spa-
tially extended systems in nature, and the patterns that emerge in them, are at least
two-dimensional. Therefore, it is not directly obvious how to translate the results
for these one-dimensional CAs to other two-or-higher-dimensional systems. However,
there have been several studies of spatialy extended systems and models thereof,
where also one-dimensional versions of these models or one-dimensional cross-sections
of such systems or models have been studied. The results of these studies can thus
be compared to the CA results presented here, at least qualitatively. Next, some
examples of such studies are listed.

As a first example, in [BJP195] a well-known model of chemical reaction sys-

tems, the Brusselator (BX) model, is studied. This model generates patterns that are
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observed in experimental chemical reaction systems. In [BJP*95], several space-time
diagrams resulting from a one-dimensional BX model are presented. These diagrams
clearly show the occurrence of structures very similar to domains and particles in
CAs. The domains in this system, stationary space periodic concentration patterns,
are called Turing structures. The particles, forming the boundaries between the do-
mains, are called “fronts”. These fronts collide and interact with each other, forming
other fronts. It has been argued that similar processes (i.e., the formation of Turing
structures) underly certain kinds of biological pattern formation.

Another example, in a similar realm, can be found in [TH88]. In this paper,
the Greenberg-Hastings model, a cellular automaton model of a reaction-diffusion
system, is studied. In two dimensions, this model often gives rise to spiral waves
similar to those observed in experimental reaction-diffusion systems. The authors
also study a one-dimensional version of this model and present space-time diagrams
showing the dynamics of the model. In these space-time diagrams, again domain-
and particle-like structures can be observed.

As a next example, in [RTWE9S8] a spatially structured network of inhibitory
neurons is studied. The space-time diagrams generated by a one-dimensional version
of this network show “propagating activity patterns”, as the authors call them. In
fact, these activity patterns seem to behave as traveling particles between stable
domains of less active neurons.

An example which is more in the context of an evolving system is the cellular
automaton model of self-replicative molecules that give each other cyclic-catalytic
support. This model was studied in [BH91]. The two-dimensional models give rise
to (emergent) spiral waves. The authors show that because of these spiral waves,
selection no longer exclusively takes place at the level of the individual molecules, but
also at the level of the spirals. This model was mainly studied in a two-dimensional
context, but the authors also provide space-time diagrams of one-dimensional cross-

sections from their model. Again, domain- and particle-like structures can be seen.
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As a final example, in [Mei98] an appendix on pattern formation in the develop-
ment of organisms is provided. In this appendix traveling waves that are observed in
aggregating Dictyostelium amoebae are discussed. These waves, emerging out of local
cell-to-cell interactions, are used by the individual amoebae to decide when and where
to aggregate and form a multicellular organism that can then reproduce. A picture
of these waves occurring in aggregating amoebae is provided, together with a space-
time diagram showing the movements of individual amoebae in a one-dimensional
cross-section. Structures reminiscent of domains and particles can be seen here.

These examples show that one-dimensional models or cross-sections of a wide
variety of spatially extended systems show structures very similar to the domains
and particles observed in the one-dimensional evolved CAs. One possible implication
of this observation is that global information processing in such systems is done in
a similar way as in the CAs studied here. In some of the examples above, such as
those for chemical reaction and reaction-diffusion systems, it is not directly clear
whether, or what kind of, information processing is going on in the system. However,
in systems like aggregating amoebae and neural networks there is clearly some kind
of decision making or information processing going on. It would be very interesting
to investigate whether these processes are indeed similar to those in the evolved CAs.

To end this discussion, two other areas where the results of the study pre-
sented here can be relevant are mentioned. First, cellular automata are a simple
model of parallel computation (see, e.g., [Hil84, TM87]). Designing algorithms for
parallel computers is generally difficult for at least two reasons: (1) achieving an
equal distribution of the workload over the different processors and (2) minimizing
communication overhead between. The EvCA framework shows, in a simple setting,
that it is possible to overcome some of these difficulties by evolving computational
strategies (algorithms) for CAs (parallel computers). The results presented in this
dissertation have provided a direct understanding of how these algorithms, evolved

on parallel computers, perform the given computational task. Therefore, this under-
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standing could be relevant to the design of collective computation in multiprocessor
systems in general. Alternatively, it should be possible to evolve algorithms for par-
allel computers on more realistic problems as well.

A second area of relevance is that of predicting a CA’s behavior from the initial
configuration (IC). As discussed in chapter 4, predicting the state s of a cell i at a
certain time ¢ is a P-complete problem. For some special CAs, in particular additive
and quasi-linear CAs, predicting s! can be done quickly, in O(logt) or O(log>t)
time, placing them in the complexity class NC of efficiently parallelizable problems.
However, with a CA’s particle model, it might also be possible to quickly predict st.
It was shown in chapter 4 that in some cases a CA’s particle model can be efficiently
parallelized. Thus, when a particle model accurately simulates a CA’s dynamics and
is efficiently parallelizable, it can be used to quickly predict s! without having to run

the entire CA.

7.3 Future work

There are many directions in which to go, and the suggestions made here are therefore
necessarily incomplete. However, they indicate what still needs to be done for a
complete understanding of the relation among dynamics, emergent computation, and
evolution in decentralized spatially extended systems.

First of all, CAs should be evolved for a wider range of different computational
tasks. As mentioned in the previous section, it is unknown whether domains and
particles will still occur when CAs are evolved for a task that does not have regu-
lar, repeating configurations as answer states. This dissertation presented results on
evolving CAs on two new tasks, but these tasks were directly related to the origi-
nal global synchronization task. It would be interesting to come up with new and
different tasks.

How exactly domains and particles are formed during the condensation phase is
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still not well understood. How much of a CA’s computational performance is a result
of what is going on during this phase, and how much is primarily due to the particle
logic after t.7 A better understanding of the dynamics during the condensation phase
is necessary for a complete understanding of an evolved CA’s dynamics. Related to
this is the problem of finding a general and concise approximation of the PPD at t..
A better understanding of the dynamics during the condensation phase might lead
to such a general approximation.

Of course, other questions that are still left open in this dissertation are worth
investigating. These include expressions for directly predicting a CA’s computational
performance that works for general CAs, and extending the scaling results to the
general case. For these problems, some CA-specific solutions were presented in this
dissertation. Solving these problems for the general case remains to be done.

Another interesting extension would be to evolve complete particle logics, in-
stead of evolving CA update rules. Of course, the question then is whether these
evolved particle logics can be re-implemented in an actual CA. As an example, in
[HCI7] a CA is constructed that implements one particular particle logic. Also, when
the number of states (i.e., the alphabet size) of the CA is not restricted to any upper
limit, then every (finite) particle logic can be implemented directly in some CA. How-
ever, when one is restricted to, say, 2-state CAs, this generally becomes a nontrivial
problem.

Finally, as alluded to in the previous section, it would be an interesting next
step to see if the computational analyses in terms of domains, particles, and particle
interactions can be applied to decentralized spatially extended systems, or models
thereof, other than CAs. Can we build models similar to the particle models intro-
duced here to study emergent computation in other systems? If so, then hopefully
the work presented here will serve as a first step towards a more complete under-
standing of the relation among dynamics, emergent computation, and evolution in

decentralized spatially extended systems in general.
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Particle Catalogs
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In this appendix, the particle catalogs of the CAs that are analyzed in this

dissertation are presented, as far as they have not been presented in the main text yet.

These catalogs are in the same format as the particle catalog of @sync5 as presented

in section 3.5.

A.1 Density classification

Below are the particle catalogs of the five CAs that occurred during a GA run on the

density classification task: @gqens1 t0 Pdenss-

H ¢densl
Domains A
Label Regular language
A" 0*
Ab 1*
Particles P
Label | Boundary | p | d v
Q AYAY 1] 2 2
o] AYAY 31 414/3
¥ APAP 1] 1 1
) APAY -1} -1
€ APAY 31 414/3
n APAY 1] 2 2
Interactions I
a+pf—y+e¢ a+y—ry
a+d—vy B+vy—7
B+6—r n+p—e
ety —10 n+vy—90
e+d—10 n+o6—10

H ¢den52 H
Domains A
Label Regular language
A" 0*
Ab 1*
A# {(0n)~, (10)"}
Particles P
Label | Boundary | p | d v
Q APA® 1] 1 1
o] APAY 21 1(1/2
v AP AH# 1]-1| -1
) AFA® 11-3] -3
€ APAF 1] 3 3
n AFAP 1] 1 1
Interactions I
a+p—10 B+y—e
n+p8—14 T+6 =0
E+6— [ e+n—0
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¢dens3

Domains A

Label Regular language
AY 0*
AP 1*
A# {(01), (10)"}
Particles P
Label | Boundary | p | d v
Q AWAP 1] 1 1
g APAY 31 1/11/3
v AYA# 1] -1] -1
o AFAY 11-3] -3
€ APAF 216 3
n A#FAP 1] 1 1
Interactions 1
a+5—10 B4y —e
n+p68—4 Y4610
e+6—p3 e+n—0
H ¢den55 H
Domains A
Label Regular language
AY 0*
AP 1*
A* {(01)", (10)"}
Particles P
Label | Boundary | p | d| wv
o) APAY 11 0] 0
v AYA#* |1 -1| -1
o AFAY 11-3] -3
€ APAF 1] 3] 3
n A#FAP 1] 1] 1
Interactions I
B+vy—e n+p5—9
Y40 —0 e+0—0
e+n—10

¢dens4

Domains A

Label Regular language
A 0*
Ab 1*
A# {(01), (10)"}
Particles P
Label | Boundary | p | d| wv
Q AYAP 1] 1] 1
g APAY 110 O
v AYA# |1 -1] -1
o AFAY 11-3] -3
€ APAF 11 3] 3
n A#AP 1] 1] 1
Interactions 1
a+5—10 B+vy—e
n+p8—14 T+6 =0
e+ e+n—0
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A.2 Global synchronization—1

Next, the particle catalogs of the CAs that were evolved on the global synchronization—

1 task are presented. First, the catalogs for ¢gync1 t0 ggyncq are given. The particle

catalog of ¢gyncs was already given in section 3.5. Then, the catalogs of ¢parent and

Ochild are given.

H ¢sync1
Domains A
Label Regular language H Psync2 H
A? Aj=0% A =17 Domains A
Particles P Label Regular language
Label | Boundary | p | d v A? Ay =0% A =1*
a | ASASASAS | 2| -1]-1/2 Particles P
o] ASAS, AAS [ 4]-11]-1/4 Label | Boundary |p | d v
v | ASAS ASAS [ 8| -1 |-1/8 a | NSASASAS [ 2] -1 [ -1/2
4] ASAG,AJAT [ 2] 0 0 o] ASATAJAS |61 0 0
Interactions I Interactions I
f+a—« YH+a—a B+a—10
d+a—a v+ 58— 0
o+0—p d+v— 0
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H ¢sync4

Domains A
Psyncs H Label Regular language
Domains A A® Ag=0 Al =17
Label Regular language A* A§ = (0001)*, A} = (1110)"
A® Ay =0 A5 =17 Particles P
Particles P Label | Boundary | p d v
Label | Boundary | p | d v o ATAG - - -
a | A§AS ASAS | 4 -3]-3/4 B | AGAGATAT [ 2] 2 1
B | AASASAS | 6] 0] 0 v | AGALAIAG [ 2] -2 -1
v AGASASAS | 12| 3| 1/4 0 | AGALATAG | 4] -12 -3
§ | ASASASAS | 2| 1| 1/2 po | AGAGAAT 2 6 3
Interactions I v AGATLATAG [ 2] -2 -1
B+a—0 T+a—0 Interactions I
d+a—10 Y+03—0 a—v+0 B4y s+ p
y+40—0 p+o =0+
v+o— p+v =y
¢parent H
Domains A
Lal:;el Rigulai larzguagf H Pehild H
A Ap=0% AT =1 Domains A
Particles P Label Regular language
Label Boundary P d v AS A[s) = 0* Ai — 1*
o A§A§, AiAG | 2| 3] -3/2 Particles P
f A(S)A;’ AiAi) 8 2 1/4 Label | Boundary | p | d v
v [ AGASATAY |12 ]-12] - a | AALAAS (2] 3| 3/2
Interactions I ﬂ A(S)Ai A(S)Ai 8 0 0
B+ 0'—%0 0 B+a®y Interactions I
B+a ™ 20 B+aPa+pB|| [ s+a0 B+a ¥ 20
0.84 N —
v+ a3 yra X y+ 4 B+a’F a+p
B4y a B+7" 5
B+y B a+y
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A.3 Global synchronization—2

The particle catalogs of the two CAs that were evolved on the global synchronization—

2 task, dsync-2a and @gypcoon, are presented below.

H ¢sync—2& H
Domains A H ¢sync-2b H

Label Regular language Domains A

A? Ag = (01)*, A} = (10)* Label Regular language

Particles P A* Ay =0 A =17

Label | Boundary | p | d v A? AZ = (0011)*, A? = (1110)*

a | ASAL AN 1210 0 Particles P

B ASATLASAS | 2] 2 1 Label | Boundary |p | d v

¥ ASAT ASAS 1|2 2 o A NAS | - - ;

0 | AATLATAG 1214 2 B | AGAGAGAS | 2] 2 1

e | AGALAAG |42 1/2 v ASAZ ASAZ [ 2] -2 -1

n [ AALAAG T2 2 5 | AZASAZAS | 2| -6 -3

Interactions I M ASAZ ASAZ [ 2] 6 3

B+a—0 Y+a—0 v | AGAL NGNS | 2] -2 -1
d+a—10 e+a—10 Interactions I
n+a—0 7+ﬁ&_5>0® a—v+ 0 B+~ +p
6+ﬁ[;>0® f4+e =0 FEE U4 5= 0
f+e=aty n+p—0 Y+ =0 P40 —=y+p
y+e =0 §+e%0 v+0— 0 p+v—ry
§+e a4y n+e—10
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A.4 Global synchronization—3

Finally, the particle catalogs of the two CAs that were evolved on the global

synchronization-3 task, ¢sync-3a and dgync-gp, are presented.

¢sync—3a

Domains A

Regular language

A# AF = (01)%, AT = (10)*

Particles P

Label Boundary |p| d v
a | ATAFATAFTL]-1]
B | AFAF ATAE | 2] 2 1
v AFAF AFAF |51 -1/5

Interactions I
B+a—0 Y+a—0
B+vy—0

H ¢sync—3b H
Domains A
Label Regular language
A# | AT = (01)%, AT = (10)*
A¢ (111110)*
Particles P
Label | Boundary | p | d v
Q A#A? 21 0 0
o) AIAF# 51 3 3/5
¥ A#FA? 4112 3
4] NN 1] -3 -3
€ NN 1] -3 -3
Interactions 1
B+a3s+y B+aXe+y
a+6—0 Y+6 =0
at+e—0 Y+ —>a+f
Yy+e—a+f
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Appendix B
The Update Transducer of ¢

bl-exp
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Tﬂuzupdatetransducer?@bkmq)of¢bLeXpisghmnlbeknwinthefbﬂowdngfonnat
i [0lal->j [1lbl->k
This notation means that, if currently in state i, when a 0 is read, write symbol a

and move to state j, and if a 1 is read, write symbol b and move to state k. The

symbol > in front of a state means it is a start state. A * means an accepting, or

final, state.
>x0  [0]0]->0 [1]10]->1 *32 [0]0]->0 [1]0]->1
x1 [0]0]->2 [110]->3 *33 [0]0]->2 [1]0]->3
*2 [0]0]->4 [1]10]1->5 *34 [0]0]->4 [1]0]->5
*3 [0]l0]->6 [1]0]->7 *35 [0]0]->6 [1]0]->7
x4 [0]0]->8 [1]0]->9 *36 [0]0]->8 [1]0]->9
x5 [0]0]1->10 [1]0]->11 *37 [0]0]->10 [1]0]->11
x6 [0]0]->12 [1]10]->13 *38 [0]0]->12 [1]0]->13
x7 [0]0]1->14 [1]1]1->15 *39 [0]0]->14 [1]1]->15
*8 [0|0]->16 [1]0]->17 x40 [0|0]->16 [1]0]->17
*x9 [0|0]->18 [1]0]->19 x41 [0|0]->18 [1]0]->19
x10 [0|0]->20 [1]0]->21 x42 [0]0]->20 [1]10]->21
x11 [0]0]->22 [1]0]->23 *x43 [0]0]->22 [1]0]->23
x12 [0]0]->24 [1]0]->25 x44 [0]0]->24 [1]0]->25
x13 [0|0]->26 [1]0]->27 *45 [0]0]->26 [1]0]->27
x14 [0|0]->28 [1]0]->29 *46 [0|0]->28 [1]0]->29
x15 [0|0]->30 [1]1]->31 *47 [0]0]->30 [1]1]->31
*16 [0]/0]->32 [110]->33 *48 [0]10]->32 [1]10]->33
*17 [0]10]->34 [110]->35 *49 [0]0]->34 [1]0]->35
*18 [0]0]->36 [110]->37 *50 [010]->36 [1]10]->37
x19 [0|0]->38 [1]0]->39 x51 [0|0]->38 [1]0]->39
*20 [0]0]->40 [1]0]->41 x52 [0]0]->40 [1]10]->41
*21 [0]0]->42 [1]0]->43 *53 [0]0]->42 [1]0]->43
*22 [0]0]->44 [1]10]->45 *54 [0]0]->44 [1]0]->45
*23 [0]10]->46 [1]11]1->47 *55 [0]10]->46 [1]1]1->47
x24 [0|0]->48 [1]0]->49 x56 [0|1]1->48 [1]1]->49
*25 [0|0]->50 [1]0]->51 x57 [0]1]->50 [1]1]->51
*26 [0]0]->52 [110]->53 *58 [0]1]->52 [1]1]->53
*27 [0]0]->54 [1]10]->55 *59 [0]1]1->54 [1]1]1->55
*28 [0]0]->56 [110]->57 *60 [0]11]1->66 [1]1]->57
*29 [0|0]->58 [1]0]->59 x61 [0|1]->58 [1]1]->59
*30 [0|0]->60 [1]0]->61 *62 [0]1]->60 [1]1]->61
*x31 [0|1]->62 [1]1]->63 *63 [0]1]->62 [1]1]->63
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Note the regularity in state transitions in the transducer. From a state i, on
reading a 0 a transition to state 2i mod 64 is made, and on reading a 1 a transition
to state 2i+1 mod 64 is made. The output symbols on the transitions are, of course,

determined by the CA update rule ¢y)_eyp,, which was given in section 6.1.
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